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Abstract

We present a model of the biodegradation system in which dissolved organic carbon (DOC) is supplied by a continuous flow of
wastewater, aerobically decomposed by heterotrophic bacteria, and continuously discharged downstream. In this model, the rate
at which DOC is supplied to the systen) &nd the maximum growth rate of bacterid fluctuate periodically. We demonstrate
analytically how temporal patterns (amplitude, period, and phase difference) in these two fluctuations influence the average
DOC concentration and bacterial biomass. These patterns affect: (i) the temporal variability of DOC concentration and (ii)
correlations among the fluctuating DOC concentration, the maximum bacterial growth rate, and bacterial biomass. The temporal
variability of DOC tends to increase as the relative amplitudetofk and the fluctuation period increase, leading to a decrease
in the average bacterial biomass and biodegradation efficiency. On the other hand, a higher positive (or negative) correlation
among fluctuations leads to higher (lower) bacterial biomass and biodegradation efficiency. The sign of the correlations depends
on the phase difference betwearandk, and tends to be negative at longer periods. The temporal variability of DOC and
the effects of correlations among fluctuations determine whether the average DOC concentration is higher or lower than the
equilibrium DOC concentration whanandk are temporally constant. Furthermore, the patterns of the fluctuations determine
whether the bacterial community is maintained or washed out. In addition, we evaluate numerically the magnitude of the effect of
fluctuations. In particular, the dependence on the phase difference can generate a greater than two-fold difference in the average
DOC concentration. These results imply that the temporal control of the DOC supply rate, synchronized with the fluctuations of
the bacterial community, can improve the efficiency of biodegradation and reduce the DOC concentration in the outflow from a
system, even if the total load of DOC delivered to the system is not reduced.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

One challenge to the effective management of a
- wastewater treatment system is that posed by temporal
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tem’s performance (e.gAhmed et al., 199P Biologi-

cal treatment systems are especially vulnerable to fluc-

tuations in temperature and wastewater load content.
The activity in microbial communities, especially
heterotrophic bacterial communities, varies temporally

in both natural and engineered environments. Temper-

ature is one factor that limits the bacterial growth rate
(Morris and Lewis, 1992; Berger et al., 1995; Gurung
and Urabe, 1999abundanceGurung etal., 2001 and
production White et al., 1991; Unanue et al., 1992;
Kirchman and Rich, 1997; Yager and Deming, 1999
and this factor has been well investigated in marine
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both temperature and wastewater load content. There-
fore, itis necessary to investigate the effects of multiple
temporal fluctuations on the biodegradation efficiency
in these kinds of ecological treatment systems.
Regarding other ecological systems, recent empir-
ical and theoretical studies of food web dynamics
have revealed the importance of fluctuating interac-
tions across habitats. These studies show that the re-
lationship between time-varying allochthonous input
and autochthonous production critically influences bi-
ological communities in situNakano and Murakami,
2001; Takimoto et al., 2002However, in the context

and freshwater ecosystems, and in wastewater treat-of biodegradation, few studies have focused on the rela-

ment systemd{enze etal., 1996; Lishman etal., 2000
Thus, biodegradation rates of organic mat@ogney

tionship among multiple fluctuations (but sBeetaert
et al., 1998. In most modeling studies of the material

et al., 1985; Cronk, 199@are temperature-dependent cycle in natural ecosystemBi(len et al., 1994; Liu et
and exhibit temporal changes. In addition, the supply al., 2000; Rittmann et al., 20QZemporal fluctuations
rate of pollutants, such as inorganic nutrients or organic have been assumed to be fixed (e.qg., temperature, light,
carbons, to a biological community changes over time; and substrate supply concentration). In theoretical and
it depends not only on fluctuating natural conditions, experimental studies of bioreactor systems and oscil-
but also on the fluctuating content of anthropogenic lating chemostatsSmith, 1981; Lenas et al., 1994,
loads, such as domestic, municipal, and agricultural Ajbar and Alhumaizi, 200 only the fluctuation of the
wastewater. Domestic and municipal wastewater load supply rate (i.e., the periodic flow rate of wastewater
content, in turn, is influenced by people’s lifestyles through reactors or fluctuating supply concentration)
(e.g., daily, weekly, and seasonal variations in water has been considered as an important factor determin-
use) Henze et al., 1996 agricultural wastewater load ing the system dynamics and a control function for
varies with agricultural schedulefdkeda et al., 1997 optimization. Bacterial growth depends on the carbon
All of these fluctuations are influenced both by peri- substrate concentration but this growth has not been re-
odic fluctuations, such as seasonal variations, and bygarded as being influenced by other potentially fluctu-
non-periodic events, such as temporally flashed loads ating factors. Therefore, this would be the first study to
caused by rain. show theoretically how multiple temporal fluctuations
In engineered environments, such as bioreactors us-(supply rate and consumption rate) interactively influ-
ing activated sludge (suspended-growth processes) orence the dynamics of a biodegradation system, and to
biofilters (attached-growth processes), high concentra- estimate quantitatively their impact on the purification
tions of dissolved oxygen are maintained, whereas dis- efficiency of the system. We focus on the interaction
solved oxygen concentrations vary temporally in natu- between the fluctuations in the pollutant load and bi-
ral environmentsNliranda et al., 2000; Williams etal.,  ological community, and the potentially asynchronous
2000. Furthermore, in engineered environments, flow relationship between them. With a fluctuating pollutant
control regimes, e.g., reactor turnover time and recycle load and a time-varying biological community, the re-
ratio, can buffer the negative effects of temporal varia- lationship between the fluctuations of pollutant supply
tions in pollutant load and can prevent the washout of rate and consumption rate would determine the effi-
bacteria, thereby maintaining bacterial activiteas ciency of the purification. Roughly speaking, the ef-
etal., 1994; Ajbarand Gamal, 1997; Ajbar and Ibrahim, ficiency would depend on whether the pollutant load
1997; Ajbar and Alhumaizi, 20Q0In comparison to  fluctuates in phase or out of phase with the changes in
engineered systems, it is more difficult to directly con- biodegradation rates.
trol biomass and the production of bacteriain more nat-  In this simple model of the system, dissolved or-
ural systems, e.g., constructed lagoons and wetlands.ganic carbon (DOC) is supplied by the continuous
Natural systems are more vulnerable to fluctuations in flow of wastewater and is aerobically decomposed by
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a heterotrophic bacterial assemblage; it is then contin- sumption by bacteria, and (4) the reformation of DOC
uously discharged downstream. These stages consti-due to bacterial biomass decay. The loss and reforma-
tute the fundamental components of actual ecosystems tion of DOC occur in the water columvi. We simply

such as constructed wetlands and lagoons. We assumeassume that biomass decay does not produce less labile

two periodic fluctuations: the supply rate of DOC to the
system and the maximum growth rate of bacteria (i.e.,
maximum biodegradation rate of DOC). We analyze
the model using the basic theory of population ecology,

compounds (but sddenze et al., 1996and that a part
r of it is recycled. We interpret metabolic loss for both
biosynthetic processes {1+ 1)xcG, and maintenance
processes (% r)acmB, as biodegradation terms, but

a theory that has been applied to non-autonomous sys-this does not mean everything is completely decom-

tems Smith, 1981; Hale and Somolinos, 1983; Cush-
ing, 198§.

2. Model

We consider a simple chemostat mod&fr(ith and
Waltman, 1995 which is applicable to a bacterial
community with suspended growth. The dynamics of
suspended (free-living) bacterial biomass in the water
column (gn13), B, is given by:

dB
dr
whereV is the volume (rA) of the systemg is the

continuous flow rate (thday1). The first term on the
right-hand side is the synthesis of biomass from DOC,

1% V(G(C, B) — mB) — ¢B, Q)

posed to CQ. It could be converted to other forms
of carbon, organic or inorganic, which may be less
degradable, but are not considered here. If we assume
a Monod's-type growth of bacteria, the growth rage,

is given by:

G(C, B) = k(r)

B =g(C,1)B, 3)

Cs+C

whereCs (g m~2) is the half-saturation constant and
0(C, t) isthe specific growth rate of bacteria. We assume
that the effect of limiting factors other than DOC (e.g.,
nutrients, such as N and P, dissolved oxygen, and water
temperature) is influenced, not by DOC and bacterial
dynamics, but by external factors. We can assume that
these factors are included in the tek(t) (day 1), the
time-dependent maximum growth rate.

In this model, we assume that the two time-

the second represents the loss of biomass through mainyependent functionsu(t), the time-varying concen-

tenance processes and death, and the last term is theration of supplied DOC, ank(t), the time-dependent
loss of biomass due to the outflow. We assume that the maximum growth rate of bacteria) are periodic. ug}

growth rate per unit volume (gnf day 1), G(C(t),
B(t)), depends on the DOC concentration in the water
column (gn73), C(t), and bacterial biomass. Further,
we simply consider the bacterial communities to be a
single population and the loss rate of biomass (d3y
m, to be constant.

The dynamics of DOC concentration (g#) is
given by:

qu(t) —qC -V (—aCG;C’ B)) + VracmB.
2

where u(t) is the time-varying concentration of the
DOC inflow (g nT3), ac is the carbon content per bac-
terial biomass, and represents the yield coefficient of

,4c _
dr

biomass on DOC. The terms on the right-hand side are:

(2) the inflow of allochthonous DOC (pollutant load) to
the system, (2) the outflow of DOC from the system, (3)

the loss rate of DOC due to catabolic and anabolic con-

andk(t) be functions with a period of (day), i.e.,
u(t + 7) = u(r), k(r + ) = k(2).

The number of parameters appearing in the model
(Egs.(2) and (2) is reduced when the following quan-
tities are introduced:

t C acB , u
0=-, X1= = X2 = 5> u =—-_,
T Cs YCs Cs
1
z=—, m’:(m—l—g), Y’:ﬁrY.
V TR Vv m’

Further, when symbdl’ andu’ are replaced witly
andu, again Eqs(1) and (2)are equivalent to:

d 1
ﬂ = 'L'T—Rl/l(e) — TT—R)C]_
Ck(0)—2 o+ t¥mxp = fi(x,v)  (4)

1+x
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dxo R X1 concentratiorxs o is smaller than the supplied concen-
r ( )1_|_xlx2 —mxz tration up.
_ We analyzed the local stability of each equilibrium,
t{g(x1. 6) — mlxa = fo(x, ), ©®) calculating the eigenvalues of the Jacobian matrix eval-
wherex=[x1 x2]T, v=[ku]"T andg(xy, 6) is the time- uated at each equilibrium poinith and Waltman,
dependent growth function of bacteria. Hexe, X, 1995 and seé\ppendix A). Whenko >m(1 +up)/uo, Po

and u(9) represent the DOC concentration, bacterial IS unstable ang, is asymptotically stable; whereps
biomass, and supplied concentration of DOC, respec- iS stable or asymptotically stable when the maximum
tively, all of which are normalized bfs (half sat-  growth rate is low ko < m(1 +uo)/uo). In the follow-
uration constant) and are dimensionless parameters.ing sections, we consider cases wheye m(1 +uo)/uo
Further, note tha](@) andk(@) are rescaled to periodic holds. We will investigate whether the effects of tem-
functions with a period of 1 (we use the term 1-periodic Poral fluctuations are positive or negative, comparing
function hereafter). Generally, the only condition that temporal averages of DOC concentrations and bacterial
u() andk(p) must satisfy is that they are non-negative, biomass with the time-autonomous equilibrigpm
respectively.
3.2. The non-autonomous system under small
fluctuations
3. Results
We will analyze the dynamics under periodic fluc-

We will discuss three types of dynamics: first, the tuations ofk andu with small amplitudes, and, using
time-autonomous system to provide the basis for subse-Perturbation techniques, will obtain a periodic solution
quent analyses; second, the small fluctuations aroundanalytically. Then, calculating the average values of
the time-autonomous equilibrium in order to qualita- X1 (DOC concentration) anxp (bacterial biomass), we
tive]y investigate how tempora| fluctuations influence will show how these fluctuations interactively influence
system dynamics; and third, the dynamics under fluc- the dynamics of biodegradation systems.
tuations with large amplitudes in order to quantita- We consider small oscillations around the average
tively estimate the effect of temporal fluctuations on the vo;
biodegradation efficiency and to analyze the behavior v(6, &) = vo + £v1(6) + £202(6) + - -

that is absent when fluctuations are small.
_ [ ko(L+ eka(6) + e%k2(6) + -+ ) } ©

3.1. The non-fluctuating system: two equilibria uo(1+ eu1(P) + £2uz(6) + - - )
and their local stability
wherevy =[ko Ug] T, andv;(6) is assumed to be a con-
Here, we consider a time-autonomous system gov- tinuous 1-periodic function of with an average of
erned by Eqs(4) and (5) whereu(6) andk(6) are con- zero. Under some natural conditions, a 1-periodic so-
stant, respectively, i.eu() = ug, k() = ko. Then, when lution aroundoy, X(6, €), is asymptotically stable when

ko >m(1 +ug)/ug, a system has two plausible equilibria. Ko >m(1 +Uo)/up holds, and it has the following form:

One is,

x(0, €) = x0 + ex1(0) + £2x2(0) + - - - = x.¢)
po = [uo o' e =0 ! 2 | x206, €)
and the other is x1.0(1 + ex1.1(0) + £2x1.2(0) + - - -)

T = 9
B T [ m uo—m/(ko—m) x2,0(1+ ex2,1(0) + £%x2,2(0) + - - )
p1=lxroxzol = |:ko —m Trm(l-7Y) ’ @)

whereas, only the former equilibriugy exists when where each terms is a continuous function éf
ko < m(1+ug)/up. At po, the bacterial community is  (Appendix B. Substituting the expansioii8) and (7)
washed out, while it is maintained p¢, and the DOC into Egs.(4) and (5)and equating coefficients of terms
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with the same powers afon both sides of the resulting
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Second, we give an interpretation of EH&a) as

equations, we obtain equations satisfied by the coeffi- follows. The first term on the right-hand side repre-

cientsx; j(6) (Cushing, 1988 From the first two orders
of these equation®\ppendix B, we can calculate dif-
ferences between the averages Xal, ¢)], av[xz(6,
¢)]) and equilibrium for the time-autonomous system
(%i,0) as follows:
avlx;(6, e)] — x; .
i N = X0 _ 2pur 14 o(6d) (i=1,2).

Xi,0
This means that the fluctuation®, ¢) with the order
of e result in the deviation from equilibrium with the

sents the effect of the temporal variability of DOC
(av[x1 1)) on the average growth rate. Only the form
of the growth functiong determines the sign of this
effect. When bacteria exhibit a convex growth curve
with respect to DOC, that is, a saturated growth rate
(i.e.,gé <0), the average DOC concentration increases.
With a convex growth curve, the increase in growth
rate with increased DOCg(x1,0t+ AX1) — 9(X1.0))

is smaller than the decrease with decreased DOC
(o(x1,0) —9(x1,0— Ax1)). Therefore, fluctuations in

order ofs2. This also means that the effects of fluctua- DOC lead to a smaller (averaged) growth rate (i.e.,
tions on the average DOC concentration and bacterial (1/2){g(x1 o+ Ax1) +9(X1,0 — Ax1)} <g(x1,0), nega-

biomass can be determined only by calculatingas]

tively affecting the rate of biodegradation. It follows

and avko 2]. Then, we do not have to consider the ac- thatlarger fluctuations lead to smaller bacterial biomass
tual order of the effectsef), in order to qualitatively  values and larger DOC concentrations. On the other
investigate the effects of temporal fluctuations. There- hand, when bacteria exhibit a growth curve with a con-
fore, we simply seE; =av[x o] (i=1, 2) as the index  cave form (i.e.g8> 0, an accelerated growth rate), the

that represents the deviation from the time-autonomous fluctuation of DOC has a positive effect on biodegra-

equilibrium. In other words, we can consider that tem- dation. The remainder of the terms represent the ef-
poral fluctuations decrease the average DOC concen-fects of correlations between DOC concentration and

tration (or the average bacterial biomass) below the the maximum bacterial growth rate (ay[iki]), be-

time-autonomous equilibrium wheéfy <0 (Ez <0), or
increase this average whén >0 (E2 > 0).
We obtainE; andE; as follows @ppendix B:

1 g//
E1=(-="2x10) av[x} ] — avlry1ki]
28

avlxz1k1] — avxy 1x21] (8a)

80*%1,0
X1,0
- U F
m(1—Y)Trx2,0 !

whereg is the growth rate of bacteria given by H§)
and

E; = (8b)

g/ — a_g > O g// — az_g
0 0x1 ’ 0 dx12

(ko,x1,0) (ko,xLo).

First, we note that the increase in the average bac-

tween bacterial biomass and its maximum growth rate
(av[x2,1k1]), and between DOC and bacterial biomass
(av[xq,1x2,1]), respectively. These terms represent the
effects of correlations among fluctuations in determin-
ing the growth ratek(){x1(6)/(1 + x1(8))}x2(0). A
positive correlation among fluctuations (a correlation
betweenx; andky, betweerx, andky, or betweerx;
andxp) has a positive effect on bacterial growth and
the degradation rate and results in a decreased DOC
concentration.

Next, we examine how externally fluctuating fac-
tors, the maximum growth rate, and the supplied DOC
concentration, determine the temporal variability of
DOC and the correlations among fluctuations. We set
the 1-periodic functionk; andu; explicitly as follows:

o0
ki(0) = Y fev COS(NTO + g w),
N=1

terial biomass leads to the decrease in average DOC

concentration, which is represented in E&p). In the

following discussion, we describe a factor’s effect as
positive (or negative) on biodegradation when the fac-

u1(®) = ) fun COS(NTO + gy ). 9

N=1

torenhances (or reduces) the bacterial average biomasswhere the phases,ny andgyn are chosen so théty
leading to a decrease (or increase) in the average DOCand f, n take positive values. Note that the order of

concentration.

|k1(0)| and that of|uy(6)] must be sufficiently small
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thatelk1(0)| ande|uy(@)| have the order of, because
we assumed the small fluctuations with the amplitude
with the order ot (see Eq(6)).Using these expansions,
we obtain a 1-periodic solutiox{ 1, X2 1) representing
the primary components of fluctuations xpn and xo
(Appendix B). Substitution of this solution into Eq.
(8a)yields:

o0
E1 =Y Con{Cen(fin)*+ Cun(fun)
N=1

+ Cru, N (fr,N fu.N) COSQu. N — kN — AN)}
(10)

We obtain each coefficie@xn (N=1, 2, 3,...; X=0,
k, u, ku) and phase\y, which are independent of am-
plitudes {kn, fun), using the calculations iAppendix
B.

The form of this equation provides insight into
the effects of fluctuation&; and u;. The first and

second terms on the right-hand side are effects of

temporal variability in the maximum growth rate
and in the supplied DOC concentration, respectively.
The third term represents an effect of interaction
between these two fluctuations. SinCgy iS posi-
tive, Ckn, CuN, andCyyn COSfpuN — @uN — AN) rep-
resent the sign of each effect. Although, the sign
of Cyn, and Ciyn COSlpuN — ¢uN — An) depend on
several parameters, it is notable tt@&ty is deter-
mined by the form of the growth curveC{ y =
(—1/2)(&" /8 )(AN?n?c2uf) (T3x1.0) ).

This can be interpreted as follows. When the maxi-
mum growth rate does not fluctuate with a period f 1/
(fn = 0), the bacterial community is not able to respond
to fluctuations in the DOC supply rate with a period of
1/N (fun>0), and it is not able to effectively consume
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the DOC supplied (i.e., the effect of interaction is zero).
When the fluctuations in supply rate are not moderated,
the temporal variability of DOC (ax| 1°]) increases.

As aresult, the fluctuations in supply rate have negative
effects on biodegradation when bacterial growth is sat-
urated gg <0), due tothe mechanism mentioned above.
Therefore, iffyy=0 and G n >0, thenf,y should be
zero to minimizeE;. Hereafter, we simply assume that
fiun =fun =0 whenN>1in Eq.(9). In other words, we
only consider the case that two fluctuatioksgnduy )

are single sine curve with the same period. Note that
we originally assumed more general form of fluctu-
ations with multiple components of different periods
(Eq. (9)). However, Egq(10) means that there are no
interactions between the components of different peri-
ods in these two fluctuations, because @) is the
linear summation of the effects of each component of
different periods. Therefore, the above simplification
is reasonable, when we consider the fluctuations with
small amplitudes.

Next, we will show the effects of fluctuation char-
acteristics, specifically, the effects of phase difference,
amplitude, and period, on biodegradation using the
growth functiong(x1, ) = k(0)x1/(1 +x1) explicitly. We
chose values for parameters based on literature val-
ues {Table ). Note that we set the parameters to
make the autonomous equilibrium asymptotically
stable.

First, Fig. 1 represents the effect of phase differ-
ences between the maximum growth rdtg @nd the
supplied DOC concentrationy) onE;, as computed by
Egs. (8a)—(10) for selected parameters (period is 1.0).
Fig. 1a shows that the average DOC concentration is
higher (i.e.E1 > 0) or lower (i.e. E1 < 0) than the equi-
librium value of a non-fluctuating systerm (o) (solid
line in Fig. 1a), depending upon the phase difference

Table 1
The parameter values for Eqd) and (5)
Symbol Definition Value Source
ko Maximum growth rate 0.6, 1.0, 6.0 da¥y Billen et al. (1990)Morris and Lewis (1992)Henze et al. (1996)
Y Yield 0.25 Henze et al. (1996)lel Giorgio and Cole (1998)
m Mortality 0.25 dayt Billen et al. (1990)
Up Supplied concentration of DOC ~ 0.5-10.0 Assumed
normalized byCs
Tr Residence time 10 day Assumed

Note The values ofip andTgr are assumptionsp is a dimensionless value in Eq4) and (5)and represents a ratio of to Cs (half saturation

constant) in the original models (Eq4) and (2).
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@ in phase withuz, that is, the peak DOC concentration
0.02 occurs after the DOC supply rate peaks, this means
average bacteria that a positive correlation is attained with a phase dif-
0.01 7777 ference. We make this clear by separating the effect of
b temporal variability of DOC and that of correlations
—— among fluctuations i3 (the first term and the rest of
average DOC the terms on the right-hand side of Eg§a)). Fig. 1b
__.-"~0.01 represents these two components and shows that the
highest correlations are attained with differences in the
-0.02 phases (solid line).
—— — Second, Eq(10)defines how the amplitudes of fluc-
- -2n/3 /3 0 n/3 2n/3 m tuations fi 1, andfy, 1) influence the average DOC con-
centration Ej). In particular, the sign of the effect
of u depends on the sum of two effects: (1) the tem-
poral variability ofu (the second term in Eq10)),
which always negatively affects biodegradation and
(2) the interaction wittk (the third term in Eq(10)),
which depends on the phase difference. When the in-
teraction betweerk and u has a negative effect on
biodegradation (i.e.Cyy1COS€u1— ¢k1— A1)>0),
the effect ofu is always negative on biodegrada-
tion and the average DOC concentration increases

,
.
p
.
\

(b) 0.02

temporal variability
--.of DOC 0.01

correlations among

fluctuations monotonously with the amplitudg 1. On the con-

R N L trary, when the effect of the interaction is posi-
-m -2n/3 -n/3 0 n/3 2r/3 = tive (i.e., Cxy1C€0Sku1 — ¢k1 — A1) <0), the sign of
phase difference ¢y1— k1 the effect of u depends upon the amplitudig ;.

When the relative amplitude df, 1 to fx1 is small,
Fig. 1. The dependence of the average DOC concentraigh ( the resultant negative effect of the temporal vari-
and the average microbial biomads) on the phase difference ability of u, which leads to a larger temporal vari-
(¢u,1 — ¢k 1)- Panel (a) shows the average DOC concentration (solid ability of DOC concentration (axﬁ,lz]), is smaller

line) and the average microbial biomass (dashed li&e}.0 repre- . . .
: e +
sents larger values than the time-autonomous equilibrkyg).(Pa- than the positive effect of the interactiof,ifu,1

rameters used are=1.0,fy1 =1.0,fi1 =1.0,up=1.0, ancko = 1.0. Ciu1€0Su,1 — pk1 — A1)fic1}fu1<0), producing a

Other parameters are describedTable 1 Panel (b) shows tem-  het positive effect ofu. Whereas, when the rel-

poral variability in DOC concentration ,gnd correlations among ative amplitude is sufficiently large, the sum of

gsg“a:(;”j(n‘iv/e ,ia'C;J;"\"/t[jd ]]:0] (;;1\5 [i)(gg/ g?)’;;g)ae"c[’t‘séll ar(‘j‘i these two effects produces a negative effectuof

pen(ljviilg1 on thi0 ;ﬁase 2’dlifflerence. 1vlézalzr;;ngeterz are yt’he same({_cu'lf“'l * Ciu1 COSfpu1 k1T A)fi1}fu1>0). In_

asin (a). this case, the effect df 1 is not monotonous, and min-
imum E; (maximumkEy) is realized at an intermediate
level of the amplitude. The minimum is realized at the

(pu1— ¢k 1)- As mentioned above, it also shows that f, 1 value that satisfies the following equation:

the larger the average bacterial biomdsg (the lower

the average DOC concentratidsy §.

It is notable thatE, (i.e., the average bacterial

biomass) is not largest whd@ andu; are exactly in fu.1

phase ¢,1 — ¢k 1=0). The average bacterial biomass X COSEu.1 — ¢k1 — A1)}

is higher when fluctuations in the maximum growth —2C c

rate and the DOC concentration are positively corre- = 2Cu1fur+ Ct

lated. However, since fluctuationsxnare not exactly X COS(y 1 — ¢k1— A1) fr1 =0,

a

(Cut(fu1)? + Crua(fe1fu1)
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of fluctuation is very long (e.g., a 365 day period). This
is explained by the effects of the temporal variability of
DOC and the correlations among fluctuatioRgy( 2,
Panel 2). The DOC concentratioxy (¢)) and bacterial
biomassxXz(0)) tend to track the changesurandk with
increasing periods of fluctuationSshing, 198pBsuch
that the temporal variability of DOC increases with the
period. It follows that the magnitude of the effect in-
creases with the period and that this negatively affects
biodegradation. Moreover, correlations among fluctu-
ations, i.e., the total effects of the three components,
av[xy 1ki], av[xz 1ki], and avki 1x2 1], tend to be neg-
ative Fig. 2 Panel 2).

3.3. The system under large fluctuations

Finally, we consider the dynamics under periodic
fluctuations ofk andu with large amplitudes. Since,
perturbation techniques are not applicable, we adopt
a numerical method as well as an analytical method
to obtain solutions and average values xf and
X2. In the non-autonomous system governed by Egs.

Fig. 2. The dependence of the average DOC concentration on (4) and (5) we consider the following large fluctua-

the period of fluctuation. Panels show the average DOC concen-

tration (E1) depending on the period and the phase difference
(Panel 1), temporal variability({l/Z)(gg / gb)xl,o)av[xi ,]) and cor-
relations among fluctuations aw[1k1] + (m/ggx1,0)avlxz 1k1] +
av[x1 1x21] (Panel 2). Parameters used are kdF 1.0, f,1=1.0,
fk1=1.0, 0.1< 7 < 365; (@)¢u,1 — ¢k1=0.0; (b)pu,1 — ¢k1=7; (C)
ou1— ¢k1=—21/3; (Panel 2)py1 — ¢k 1 =0.0. Other parameters are
described irFig. 1, Panel 1. Here, DOCdenotes the equilibrium
value of DOC in the time-autonomous system).

showing that this level depends on the amplitudé of
(fk.1)-

Next, we show the dependencekfon the period
in fluctuations,r (see Eq. (8) andppendix B. Note
thatr is the period of functiona(t) andk(t) in original
model Eqs(1) and (2) although they are rescaled to 1-
periodic functions in Eqg4) and (5) The effect of the
period depends on the phase differerféig(2, Panel

tions:

k(6)

u(0)
where we fix the timing of the pedk ¢k = 0). The phase
difference betweek andu is ¢, and the amplitudes
must satisfy the inequality Ofg, fy < 1 for positivek(6)
andu(e).

In this section, we first analyze the behavior of a
solution in the system of Eq$4) and (5)using Eg.
(11) because the system exhibits behaviors different
from the dynamics observed with small fluctuations.
The solution can wildly deviate from periodic orbit
around the time-autonomous equilibrium under certain
conditions. Next, we calculate the effects of phase, am-
plitude, and period in order to compare the dynamics
under conditions of large and small fluctuations and

ko(L+ fi cos(2t9)) (11)
uo(L+ f cos(20 + ¢u)) |

1), but the relationship is not a simple one. When the to quantitatively estimate the effects on “biodegrada-
period of fluctuation is long, the magnitude of the effect tion efficiency”, defined byup — av[xi])/up. We also
(IE1]), whether positive or negative, tends to be much €valuate the magnitude of these effects, comparing
larger than the effect of fluctuations with a very short the effects of temporal fluctuations and the influent
period (e.g., a 1-day period). Furthermore, the average l0ad (average supplied concentratiagx flow rate
DOC concentration tends to be higher than equilibrium @) on the effluent load (average outflow concentration

for atime-autonomous systeiff (> 0) when the period

av[x1] x flow rateq).
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3.4. Two distinct class solutions: maintenance or
washout of the bacterial community

The system described by Edg) and (5)has two
distinct classes of periodic solutions: (i) washout of
the bacterial biomassy =0; and (ii) maintenance of
the bacterial communityg, >0 for all 9 > 0. We can
determine which solution is realized by analyzing the
washout solution at the boundary,

By ={(x1,x2)€R?:x1 >0, x2=0}.

Let the solution bex7(6) 0]". Evaluating the local
stability of this periodic solution{i(6) 0]" (Appendix
C) reveals that the washout solution is locally asymp-
totically stable if and only if

av[g(¥1(6). )] < m.

Eqg.(12)means that the biomass of the bacterial com-
munity is not maintained when the average growth rate
(av[g(x1(0), 9)]) is smaller than the loss raten). Fur-
thermore, it is shown that the washout solution is glob-
ally asymptotically stable if ag|x1(0), 8)] < m and
LMTr<m(1-Y) (Appendix Q. The latter inequality
tends to hold when bacterial loss is high or growth yield
is low. On the other hand, the dynamic is proven to be
permanent, i.e., bacteria are always maintained, when
avig(x1(0), 6)] > m (Appendix Q. Therefore, the two
classes of solutions are mutually exclusive.

The relationship between the two fluctuatidrend
u determines which solution is realized because Egs.
(11) and (12)re equivalent to:

(12)

L ,/ag—a%_l_fk a%—ai(ao— a(zj—ai)
a3 — a3 fu  uo(al — a?) cosg)
COSlpy — ¢) < —. (13)
ko

where  (co®, sing) = (47°T3 + 12" Y?[¢, 27 TR]
andag =ug+1, a1= f, cos@)uo.

This equation reveals that increasing the amplitude
of fluctuations of the bacterial growth ratdfy,) tends
to wash out the bacterial community when the phase
relationship is desynchronized (i.e., aast ¢) is neg-
ative), whereas it tends to maintain the bacterial com-
munity when the phase relationship is synchronized
(i.e., cosfpy — ¢) is positive). Using Eq(13) to inves-
tigate the stability of the washout solution, we can il-
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Fig. 3. The dependence of the realized stable state of the system
on the period, the phase difference, and the amplitudes. This shows
a combination of the period and the phase difference leading to a
washout or maintenance of the bacterial community for different
combinations of the amplitudef @ndf,). The washout solution (or
maintenance solution) is realized for values that lie to the inside (or
outside) of a curve that corresponds to a particular combination of
the amplitudes. Parameters used aref(a)0.9,fk=0.9; (b)fy, =0.9,
fk=0.3; (c)fy =0.6,fk=0.9; and (df, =0.99,f = 0.99. Other param-
eters are described Fig. 1

lustrate which class of solution is realized, depending
on periods, phase differences, and amplitudes of fluc-
tuations, assuming a low growth ratelgf= 0.6 day !

(Fig. 3. This analysis shows that bacterial biomass can
be washed out depending on these parameters. This is
the extreme outcome of the negative effect of fluctua-
tions on bacteria, which is shown in the case of small-
amplitude fluctuations.

3.5. Quantitative evaluations

To quantitatively evaluate the effects of tem-
poral fluctuations on biodegradation, we used the
Bulirsch—Stoer algorithm with adaptive step-size con-
trol for calculations Press et al., 1998 Fig. 4
represents the effects of phase differences on the
average DOC concentratiorFi@g. 4, Panel 1), the
biodegradation efficiencyH{g. 4, Panel 1), the aver-
age bacterial biomas§ig. 4, Panel 2), and the devi-
ation from equilibrium for a time-autonomous system
(av[x1] — x1,0)/x1,0 (Fig. 4, Panels 3 and 4). These ef-
fects depend on the (average) maximum growth rate
(ko) and the period of fluctuations. When the period
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Fig. 4. The dependence of the averages of the DOC concentration and bacteria on the phase difference. Panel 1 shows the dependence of t
average DOC ayj] (the left axis) and biodegradation efficienay  av[x1])/up (the right axis). Panel 2 shows the dependence of the average
bacterial biomass axf]. The deviation from the equilibrium DOC concentration is shown in Panel 3 (wieh0 day) and Panel 4 (when

=365 day). Parameters used in Panels 1-4 are (amplitdged):= 0.9 in (a)—(f); (period)r = 1.0 in (a)—(c); 365 in (d)—(f); (average maximum

growth rate)kp=0.6 in (a) and (d); 1.0 in (b) and (e); 6.0 in (c) and (f).

is short (1 day), the average DOC concentration is plitudes and period are qualitatively the same as in
guantitatively insensitive to phase differencegy( 4, the case of small fluctuation&if. 5. The effect on
Panel 1 and a—c), although, its dynamics are qualita- biodegradation is primarily negative when the period
tively the same as under small fluctuations (compare is long, which is also predicted by the effect of the
Fig. 4, Panel 3 andrig. 1). On the other hand, when period on dynamics under conditions of small fluc-
the period is long (365 days), the magnitude of the ef- tuations.

fect is not trivial Fig. 4, Panel 1 and d—f), which is Next, we quantitatively evaluate the effect of fluc-
predicted by the effect of the period on the dynam- tuations, especially the effect of the phase difference,
ics under conditions of small fluctuations. In particu- and compare that with the effect of influent DOC load.
lar, the deviation from values for a time-autonomous Fig. 6 shows the dependence of the average outflow
system is greater than 200% when the average max-DOC concentration (axf]) on the average concentra-
imum growth rate is large (6.0 day) (Fig. 4, Panel tion of supplied DOCp) and on the phase difference
4 and f). As this deviation and negative effect on bac- for a long period £ =365 day). Note that ax{] in-
teria become much larger, bacterial biomass can con-creases with increasingy, although the equilibrium
verge to zero (washout), when the average maximum DOC concentrationy o is not influenced byl in this
growth rate is small (0.6 day) and the phase rela- model whenu andk are not fluctuating. This is be-
tionship is desynchronizedrig. 4, Panel 2 and d), as  cause a higher supplied DOC concentration (latggr
mentioned above. We also show that the effects of am- increases the temporal variation of DOC, and thus,
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Fig. 5. The dependence of the average DOC concentration on the amplitudes and period of fluctuations. Panels 1 and 2 show the dependence of
the average DOC concentration (Panel 1) and its deviation from the equilibrium (Panel 2) on the amplitugarameters used are= 365,

¢u=0.0; (the amplitude df): f, =0.01 in (a)—(c); 0.5 in (d)—(f); (maximum growth raté&):=0.6 in (a) and (d); 1.0 in (b) and (e); 6.0 in (c) and

(f). Panels 3 and 4 show the dependence on the period of the average DOC concentration (Panel 3) and its deviation from the equilibrium (Panel
4). Parameters used are (amplituddgsyf, =0.9 in (a)—(e); (phase difference); =0.0 in (a), (b) and (d)py =7 in (c) and (e); (maximum

growth rate)kp =0.6 in (a); 1.0 in (b) and (c); 6.0 in (d) and (e).

negatively affects biodegradation. The timing of the 4. Discussion

peak ofu is different by one month between adjacent

lines (i.e., the phasg, is differentby 2r/12), indicating This study investigates the effects of environmental
that the average DOC concentration is very dependentvariations on critical ecological processes and ecosys-
on the phase relationship between the supply rate andtem functions. With a simple model of biodegrada-
the consumption rate. For example, compare the DOC tion, we demonstrate how two fluctuating factors (the
concentration in the effluent load when the peakiof  supply rate of DOC and the maximum growth rate of
comes 3 months after that b{—37/12) with the DOC bacteria) interactively influence an ecological process
concentration of the effluent load when the peakiof (the biodegradation of DOC) through modifying the
comes 4 months after that(—41/12). The former is community structure (the biomass of the bacterial com-
about 30% less than the latter. Ifthe DOC concentration munity). Changes in the phase differences, the relative
of the effluent has an approximately linear dependence amplitudes, and the periods of these two fluctuating
on up with a fixed phase difference, then the effect of factors produce changes in the temporal variability of
changing the phase difference by only 1 month, from DOC, and in correlations among fluctuating factors.
4 to 3, is approximately equivalent to that of reducing Whether changes in the temporal variability of DOC
DOC in the influent load by 30%, without changing have positive or negative effects on biodegradation de-
the phase difference. This example highlights the large pends on the form of the bacterial growth curve with
impact that temporal fluctuations have on biodegrada- respectto DOC. Correlations among fluctuating factors
tion. may be positive or negative, depending upon several



292 T. Miki, N. Yamamura / Ecological Modelling 183 (2005) 281-299

51/12
-61/12
41/12
31/12
-51/12
—41/12 *
o 21/12
£ —31/12 *
/12
-21/12
0
—1/12

o
4

;]
T
'l

A

w

-

N

-7

average outflow concentration of DOC
normalized by Cg (dimensionless)

DOC at time-autonomous
equilibrium —— 10333

L L M L M L L

05 1 2 3 4 5 6 7 8 9 10

average supplied concentration of DOC
normalized by Cg (dimensionless)

Fig. 6. The dependence of the outflow concentration of DOC on the supplied concentration of DOC and the phase difference. Each line shows
the dependence on supplied concentration of DOC for different phase differgnge€dlculations were made for everg/22 with respect

to ¢y, Which is equivalent to making calculations for ever¢2 in time scalé. We assume that=365ky = 1.0, andf, =f, =0.9. For example,

compare the effluent load when the peakiabmes 3 months after that b{—37/12) with the effluent load when the peakiofomes 4 months

after that ofk (—41/12). The former is about 30% smaller than the latter (wmiren 10, 2.3854/3.4322 0.695).

factors, in particular, the period of, and phase differ- in effluent DOC concentration is achievegid. 6) by
ence between, fluctuations in the DOC supply rate and changing the average supply rate of DOC to a similar
the maximum bacterial growth rate. extent (10—60%). In other words, this model suggests
From a quantitative viewpoint, the magnitude of the that the effluent DOC load can be reduced effectively,
effects of fluctuations depends on the average max- even if the yearly averaged influent DOC load cannot
imum bacterial growth ratekq) and the period of  bereduced. Atthe sametime, it serves as a warning that
fluctuation ) (Fig. 4). When the periodis short,thede- DOC in the effluent load will increase with changing
pendence of the biodegradation efficiency on the phasepatterns of fluctuations, evenifthe influent DOC load is
difference is very small, independent of maximum unchanged. In summary, this model theoretically pre-
growth rate. When the period is long, the biodegrada- dicts that the impacts of interactions between multiple
tion efficiency is sensitive to the phase difference and fluctuations on the biodegradation depend on the traits
the average maximum growth rate. A very slow bac- of the fluctuations (e.g., the period), and on the traits
terial growth rate leads to a washout of the bacterial of the biological community (e.g., growth rate).
community, which depends, inturn, onthe phase differ-  Analytical investigations reveal the conditions un-
ence; a rapid growth rate leads to high biodegradation der which the bacterial community is maintained or
efficiency, and this is independent of the phase differ- washed outKig. 3; Eq. (13); and Appendix Q. The
ence. With intermediate growth rates, the dependencebacterial community cannot grow sufficiently during
ofthe biodegradation efficiency on the phase difference times of high substrate concentration and cannot sur-
is great (10—-60%) and can generate a greater than two-vive along term of low substrate supply, due to an asyn-
fold difference in the average DOC concentration of the chronous relationship between the growth rate and the
effluent Fig. 4). An approximately equivalent change DOC concentration; these conditions are represented
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by long periods of fluctuation with large amplitudes. A porally fluctuating factorsKayombo et al. (2000)
washout of the bacterial community occurs when the showed that multiple fluctuations (temperature, pH,
loss rate of bacterial biomass (or maintenance energy)and light intensity) were simultaneously influencing
is constant, independent of growth conditions. Because the temporal dynamics of dissolved oxygen. Further-
bacterial catabolic and anabolic processes can changanore, other studies pay attention to the differences in
to optimize growth under sub-optimal conditions (see multiple temporal fluctuations and their influences on
review: del Giorgio and Cole, 1998a bacterial com-  the ecosystem functions, such as water qualigru et
munity would be less likely to be washed out. Even so, al., 2003 and sea grass biomagslKalay et al., 2008
bacterial activities would be low and biodegradation In Canu et al. (2003)the effects of physical forcing
would not proceed normally under conditions where (windand tide) onwater quality are examined and com-
the present model predicts a washout. pared them with the effect of reduction of nutrient load.
Our model and analyses provide useful results, but Elkalay et al. (2003showed that the relationship be-
are simpler than an actual ecological treatment systemtween the seasonal pattern of light intensity and that
(more generally, an aquatic ecosystem). First, in our of sea grass growth was important for the production
model, temporal fluctuations are simply assumed to be of sea grass. Such examinations are conceptually the
periodic; non-periodic fluctuations are ignored. Fur- same as our analysis, especiallyFigs. 1, 4 and 6
thermore, in most of the analyses, periodic fluctuations showing the effects of phase difference between two
are also simplified to a single sine curve. Itis necessary fluctuations and comparing them with the equivalent
to consider the uncertainty of fluctuations and interac- effect of reduction of inflow load. However, in these
tions among fluctuations with multi-periods in the con-  studies, results are compared among only several sce-
text of the robust control of such a system. Second, we narios of different patterns of external fluctuations. This
assumed bacterial growth kinetics simply as Monod’s- might be because of the complexity of the models,
type. However, non-monotonic growth, such as inhibi- preventing the detail analysis. Therefore, these studies
tion kinetics is known to lead to oscillatory dynamics only qualitatively suggest that the differences in fluctu-
even without external fluctuationajpar and Ibrahim, ations and the interactions among multiple fluctuations
1997. Such autonomous oscillations are also observed are important. However, they are not able to evaluate
in a physiologically structured-population model con- theoretically and quantitatively the effects of such dif-
sidering dynamics of the cell contenPdscual and ferences on the ecosystem functions. In comparison to
Caswell, 1997. Interactions between fluctuations in these models, out model is much simpler, and because
internal dynamics and external factors would affect the of this simplicity, it has the following two advantages:
biodegradation. Third, the model structure istoo simple (1) itwas possible to analyze the response of the system
in that it neglects an important ecosystem process, thatto the continuous changes in the traits of fluctuations
of autochthonous production by phytoplankton. Only (phase, amplitudes, and periods) and (2) it was possible
allochthonous input and its consumption are included to reveal under what conditions the effects of external
in our model. If temporal fluctuations in autochthonous fluctuations become large, in other words, we detected
production are also taken into account, there will be some parameters determining the magnitude of the ef-
a greater temporal variability of DOC concentration, fects of fluctuations.
and the effects on the average DOC concentration may  Our simple model is not intended to describe a spe-
change drastically. Fluctuations of autochthonous pro- cific ecosystem. Its quantitative estimations are rougher
duction may buffer, or exacerbate, the asynchronous than various realistic models that can simulate the dy-
relationship between allochthonous input and its con- namics of material flows and biological communities
sumption. Competition between heterotrophic bacteria (e.g.,Wang and Mitsch, 2000; Koelmans et al., 2001,
and phytoplankton for nutrients, such as nitrogen and Rittmann et al., 2002 However, the numerical calcu-

phosphorus would also become importaviadstein, lations have important implications, for example, that
2000. These points may be considered in future work temporal fluctuations have primarily negative effects
on theoretical and applied problems. on the efficiency of biodegradatiofri§. 4, Panel 4;

We have to discuss the differences between our Fig. 5 Panels 3 and 4; anBig. 6). Thus, evaluat-
model and other ecological models that consider tem- ing the self-purification of ecosystems by using yearly
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averaged values would be likely to yield overestima- sults section, and then analyze the local stability of
tions. Although, it has been recognized that pulse-like equilibria in the time-autonomous system.

events, such as temporally flashed loads, have negative The partial derivatives of functiob=[f1f,] T are:
effects on self-purification, we emphasize here thatrel-

atively slow, moderate, and predictable changes, like 3 ¢ — (i) —1guX2 —Tg8 4 T¥m

seasonal changes, also have considerable negative efs"- = TR . (A1)
fects on biodegradation. This demonstrates the need L Tgx, X2 g — M

to investigate the effects of periodic fluctuations on — oy .

material cycling in order to more accurately evaluate _sre T

and estimate the performance of ecological treatment f = k Tr , (A.2)
systems. At the same time, it is important to develop v X2 0

methods of controlling temporal fluctuations in pollu- -k

tant loads and biological community in order to reduce ~ _
negative effects on the efficiency of biodegradation. As T X2 —Tgy  — Bat2 g

for biological community, recent theoretical and empir- Tkg

ical studies suggest that community with higher species 82 f; —T8x; 0 —— 0
richness s less vulnerable to external fluctuations, lead- 5,2 = T8 X2 g k ’

ing to higher total biomas®gtchey et al., 2002In this % % 0 0

model, if we consider a single population as aggregate 0 0 0 0
community, under the same fluctuations in external fac- - -

tors, the amplitude of fluctuating maximum growth rate i T8 X2 T8x; T8xa*2 7]

fx would be less in the community with higher richness. k

As for pollutant loads, controlling inflow ratesith 92 f> T¢x, 0 i 0

and Waltman, 19950r using settling ponds would be a_yZ - WBunr2 18 ¢ ’ (A3)
effective in order to relax the asynchronous phase rela- % % 0 0

tionship with bacterial activities. Changing the life style 0 0 0 0

of people and modifying agricultural schedule (e.g., by - -

changing the timing of fertilization), in order to control  \yheref = [f1 £21T, v =1 xo k] T, g(xe) = kxa/(L +xq).

temporal fluctuations in pollutantconcentration, arenot  \atrix (A:l) was evaluated at equilibrig andp;

the easiest ways but essentially necessary, if you takey, analyze the local stability of each. = [u0]",

the long view. the matrix has the eigenvaluggs 1 = —1/ 7R, ho.2 =
t(kouo/(1 + ug) — m). Whenkg < m(1 +ug)/ug, po is
stable; otherwisgp is unstable. At
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Appendix A R
The roots of this equation are negative or have neg-

In this appendix, we first calculate the partial deriva- ative real parts; the equilibriump is asymptotically

tives, which are necessary for calculations in the Re- stable, if it exists.
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Appendix B where

First, we show the uniqueness of the periodic solu- . [au 1112:|
tion under small perturbations. Lefo, ¢) be continu- an O

ous onD={(#, &) e R%:0>0, 0< e <« 1}. Then, given 1 .

that a vector-valued functidi, x, &) =[f1(9, X, ) f2(6, — (— + g{)xzyo) —m(1—7Y) <ﬂ)

x, €)]" is continuous oD x R+o? (Egs.(4) and (5) =T TR, X0/ | =4,
and differentiable with respect toon R+¢?, and that 8o*1,0 0

af/ax is continuous o x Rg?, it follows thatf sat-

isfies a Lipschitz condition ix on R.o?. Under these b b B @) Uy
conditions, theorems of ordinary differential equations T [ 1 12] =t |: " X1,0 Trx10 :| = B,

(Coddington and Levinson, 195%heorems 1.1 and by 0 m 0
1\ 2 , , X2,0

~5 ) 80¥L0¥20%1 1 ~ 8o¥2.0%1.1X21 — 8oX2,0%1,1k1 —m o X2.1k1
1,0

h(x11, x21, k1) = 1 ,
(5) 80X X2 1 + 8oX1.0X1,1X2.1 + 8pX1.0%1,1k1 4 mxz 1ky

1.2, Chapter 14) can be applied to the system of Eqs. and

(4) and (5)with Eg. (6), to yield the existence of a 1- ) dg , o2 o
periodic solutionx(f,e) and its uniqueness, which is &p = der >0, 8= a2 <0.
continuous oD and satisfiex(d, 0) =p; (i=1, 2). Fur- Hx=x10 S P
ther, by Theorem 8.4 (Chapter 1)fiils assumedto be  Tpen Eq.(B.2) yields,
1\ v o 5 / I / T kn o kn
av[r1 2] a2 _5 0%1,0°1,1 — 80%1.0X1,1X2,1 — §pX1,0X1,1K1 — mMX2 1K1
= —-Atav[th]= ——
aV[xz,z] aiazl 1 1 "o T , , o oy
T_R 5 0%1,0%1,1— 80%1,0X1,1X2,1 — 8p¥1,0X1,1K1 — MX2 1K1
analytic in §, ), it follows that the solution aroungk By the Laplace transform, the linear system in Eq.
has the form of Eq(7) in which each term is a contin-  (B.1) is equivalent to:
uous function of. X(S) — (SI _ A)—lBV(S) + (SI _ A)_lx(O),

Next, we solve the first two orders of these equations o s
satisfied by the coefficients of E) and obtained with ~ Where X(s) and V(s) denoteX(s) = [ e *"x1(6) do

(A.1)—(A.3). They have forms as follows: andV(s) = [ g"e—s%l(e) do, respectively.
Here,
d x| . a1l ai12 || x11 1
do | x21 B a1 O X211 (sI—-A)"B
1
iy |:b11 b12j| |:k1i| (B.1) 52— (trA)s + detA
ba 0 " th11s + T2a1ob21 th12s
X
tho1s + t2apbi1 — t2a11bo1  t2azibiz

d | x12
do | x22

ain a1z || x1.2 b1 b1z || k2
=T +T
a1 0 || x22 b1 O uz , . .
Using the expansions in E{Q), we can obtain a

+ th(x1,1, x2.1, k1), (B.2) 1-periodic solution:

| g11(s)  g12(s)
| gaals)  g22(9) |
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o]

xa0) =) (%) {fk.n €xplor,n)g11(i2N7)

N=1
+ fu,n €Xplgy,n)g12(i2Nm)} expE2Nmb)

+ NX=:]_ (;) {fe.n expligr n)g11(—i2N7)

+ fu,n exp(—ip, n)g12(—i2Nm)}
X exXp(i2Nmb),

o0

x21(0) =) (%) {fi v expler,n)g21(i2N)

N=1
+ fu,N eXp@@u,N)gZZ(iZNn)} exp@'ZNn@)

o (1
+ Y <§> {fi.n exp(—igk,n)g21(—i2Nm)
N=1

+ fu,n exXpip, n)g22(—i2Nm)}
X exXp(i2Nmb).

Using this solution, we obtain average values of
X1,1X1,1, X1,1X2,1, X1’1|(1, andX2’1k1 as follows, and then

calculateg;:

1 2 -
Cno = (E){(TzalZClZl + 4N?7?)" + t2(2Nmar1)?)

avlxy 1x11]
o
= Y Cnol(fin)*r(a12b21)®
N=1
+ (fu.n)?T2(2Nmb11)” + (fu,n)?T?(2N7b12)
+ 2k N fu.n(2N7)?T?b11b12 COSQU N — Pk N)
— 2fi N fuN2NTT3a12b21b12 SiN@u.N — k. N)}
avixy1x2 1]
o
=Y Cnol(fin)*carzbai(azibi1 — ar1bz1)
N=1
2.2 2 2
+ (fi,N) T(2N7)“b11b21 + fi N fu,NT b12b21
x (t2a12a21 + AN?7%) COSQu.N — Pr.N)

+ fin fun2NT3a11b12b21 SiN@uN — k.N)}

avlkyxy 1]
o0
= Z Cw.ol—(fi,n)H{TPaizba1
N=1
x (t2a1paz1 + 4N?m%) + t%a11b11(2N7)%)
— fiN fu.N@NT)2T2b10a11 COSEU N — Ok.N)
+ fin fun2NTTh12(t?a10a21 + AN?1%)

X SiN(@u,n — ¢r.n)]

avlkix21]
o
= Y Cnol—(fin)?(t*(az1b11 — a11b21)
N=1
x (t2a2a21 + 4N?7?) + t2a11b21(2N7)?)
— fin funT2azbio(t?a1za21 + 4N?7?)
X COS@u,N — Yk.N)

— fin fuN2NTT3a11a21b12 SiN@u. N — @r.N)].

Notice that only avf; 1x1 1] includes the term with
fun? and the coefficient of axf 11 1] in Eg;

( 1) )y
—| =— ) Tgox
2a21 01,0

is positive, Whergg is negative.

Appendix C

We first analyze the local stability of the periodic
solution of Eq.(4) with xo=0. The linear equation
dx1/d6 = (z/ TR)u — (r/ Tr)x1 has the following solu-
tion:

%1 = uoll + fut(@n?TE + ) "
x {t cos(2t0 + ¢,) + 2nTr SiN(210 + ¢,)}]
= ug[l + fut(4r’TR® + r2)71/2
x €os(Z0 + ¢, — P)], (C.1)

whereg =tan ! (27 Tr/7).
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The first variational equation with respect to this 0, x, = 0}. On the boundaryB,, dx,/d9 is zero and

solution is:
d ° (i1, 6) + Tm¥
——  —1g(x1, ™m
S| ¢ z (C.2)
4 0 t(f1,0) — mm

wherez = (z1,22)" = (x1 — %1, x2 — 0)'.
Then the multiplier of(C.2) can be computed
(Smith, 198):

= ex (_T>
p1 = €exp Tn
1
p2 = eXp(/Of{g()?l, 5) —m} dS) .

Thus, the periodic solutiorfC.1) is asymptotically
stable if, and only if, [gr{g(%1,s) —m}ds <O,
equivalent to Eq(12), sincex1 is 1-periodic solution.
Substituting explicitly the functiong andx7 and cal-
culating the integration yields E¢13). Furthermore,
if /Tr<m(1—Y) holds, we obtain the inequality
d(x1 + x2)/dt < T (u(6) — (x1 + x2)) from Egs.(4)
and (5) following that x1(0) + x2(6) < X1(f). This
implies that g(x1(0), 6) < g(x1(0), 6) becausexy is

then

x2(0) >0 forallo (C.5)
wheneverxy(0) > 0. On the boundari,, dx;/dd is al-
ways positive so thaB; acts as a repellor, theg)€.3)
holds fori =1. It also means that

x1(0) > 0 foralld (C.6)
wheneveix (0) > 0.

We can prove that any solution starting Ryo?
is bounded as follows. From Eg§&4) and (5) we
obtain the inequalityr(7g *u(f) — K1y) < dy/do <
r(TR_lu(Q) — Koy), where y=x1+X2, max(1lRg,
m(1—Y)) =K1 and min(1Tr, m(1—Y)) =K, which
can be integrated to show thes positive and bounded
for all non-negative time (seldale and Kqgak, 1991
p. 124). Therefore, combined with EqEC.5) and
(C.6), Eq.(C.4)holds fori=1 and 2.

Finally, we have to show for the permanence that
Eq.(C.3)holds fori =2 when avg(x1(0), )] > m. We
can prove this using the average Lyapunov function
(Hofbauer and Sigmund, 19R8We define the func-

non-negative (see the next paragraph), following that tion P andy asP = Low= P/ P, for any positives.

d(Inxz)/d9<r(g(5c1, 0) —m) from Eq. (5). Thus,

whenfor {g(X1,s) —m}ds < 0, Inx2(0) — Inx2(0) <
for{g(xl, s) —m}ds - —ocasd — oo following
that x2(8) — 0 exponentially asé — oo (see the
proof of Theorem 2.2 iHale and Somolinos, 1983

On the boundar;Bz,zit is easily proven that all so-
lutions approach the periodic solutia 8s6 — + co
(Hale and Kqek, 199). From Eq.(5), we havey =
Bt{g(x1, 0) — m}. Therefore, from Theorems 12.2.1
and 12.2.2 irdHofbauer and Sigmund (1998q.(C.3)

Then, the washout solution is proved to be globally holds fori=2 if [ow(i1)dd > Os is satisfied. This is

asymptotically stableSmith, 198).

Next, we obtain the sufficient condition of the per-
manence of the dynamics. The permanence for Egs.

(4) and (5) means that there exists at>0 such

that

8 < liminf x;(0) (C.3)
6— 00

for all i, whenevel; (0)> 0 for alli, and there is ahl
such that

limsupx;(#) < H

6— 00

(C.4)

for all i, whenevero € intR? .
We set the boundaries as followBi = {(x1, x2) €

R22x1=0,x220} and Bz:{(xl,xz)ERzixlz

equivalent to ay(x1(6), 6)] > m.
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