
Ecological Modelling 183 (2005) 281–299

Effects of asynchronous fluctuations in DOC supply and
bacterial growth on biodegradation efficiency
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Abstract

We present a model of the biodegradation system in which dissolved organic carbon (DOC) is supplied by a continuous flow of
wastewater, aerobically decomposed by heterotrophic bacteria, and continuously discharged downstream. In this model, the rate
at which DOC is supplied to the system (u) and the maximum growth rate of bacteria (k) fluctuate periodically. We demonstrate
analytically how temporal patterns (amplitude, period, and phase difference) in these two fluctuations influence the average
DOC concentration and bacterial biomass. These patterns affect: (i) the temporal variability of DOC concentration and (ii)
correlations among the fluctuating DOC concentration, the maximum bacterial growth rate, and bacterial biomass. The temporal
variability of DOC tends to increase as the relative amplitude ofu to k and the fluctuation period increase, leading to a decrease
in the average bacterial biomass and biodegradation efficiency. On the other hand, a higher positive (or negative) correlation
among fluctuations leads to higher (lower) bacterial biomass and biodegradation efficiency. The sign of the correlations depends
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n the phase difference betweenu andk, and tends to be negative at longer periods. The temporal variability of DOC
he effects of correlations among fluctuations determine whether the average DOC concentration is higher or lower
quilibrium DOC concentration whenu andk are temporally constant. Furthermore, the patterns of the fluctuations dete
hether the bacterial community is maintained or washed out. In addition, we evaluate numerically the magnitude of the
uctuations. In particular, the dependence on the phase difference can generate a greater than two-fold difference in t
OC concentration. These results imply that the temporal control of the DOC supply rate, synchronized with the fluctu

he bacterial community, can improve the efficiency of biodegradation and reduce the DOC concentration in the outflo
ystem, even if the total load of DOC delivered to the system is not reduced.
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1. Introduction

One challenge to the effective management o
wastewater treatment system is that posed by temp
fluctuations in the system dynamics; these fluctuati
have a great, and mostly negative, impact on the
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tem’s performance (e.g.,Ahmed et al., 1999). Biologi-
cal treatment systems are especially vulnerable to fluc-
tuations in temperature and wastewater load content.

The activity in microbial communities, especially
heterotrophic bacterial communities, varies temporally
in both natural and engineered environments. Temper-
ature is one factor that limits the bacterial growth rate
(Morris and Lewis, 1992; Berger et al., 1995; Gurung
and Urabe, 1999), abundance (Gurung et al., 2001), and
production (White et al., 1991; Unanue et al., 1992;
Kirchman and Rich, 1997; Yager and Deming, 1999),
and this factor has been well investigated in marine
and freshwater ecosystems, and in wastewater treat-
ment systems (Henze et al., 1996; Lishman et al., 2000).
Thus, biodegradation rates of organic matter (Cooney
et al., 1985; Cronk, 1996) are temperature-dependent
and exhibit temporal changes. In addition, the supply
rate of pollutants, such as inorganic nutrients or organic
carbons, to a biological community changes over time;
it depends not only on fluctuating natural conditions,
but also on the fluctuating content of anthropogenic
loads, such as domestic, municipal, and agricultural
wastewater. Domestic and municipal wastewater load
content, in turn, is influenced by people’s lifestyles
(e.g., daily, weekly, and seasonal variations in water
use) (Henze et al., 1996); agricultural wastewater load
varies with agricultural schedules (Takeda et al., 1997).
All of these fluctuations are influenced both by peri-
odic fluctuations, such as seasonal variations, and by
non-periodic events, such as temporally flashed loads
c
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both temperature and wastewater load content. There-
fore, it is necessary to investigate the effects of multiple
temporal fluctuations on the biodegradation efficiency
in these kinds of ecological treatment systems.

Regarding other ecological systems, recent empir-
ical and theoretical studies of food web dynamics
have revealed the importance of fluctuating interac-
tions across habitats. These studies show that the re-
lationship between time-varying allochthonous input
and autochthonous production critically influences bi-
ological communities in situ (Nakano and Murakami,
2001; Takimoto et al., 2002). However, in the context
of biodegradation, few studies have focused on the rela-
tionship among multiple fluctuations (but seeSoetaert
et al., 1996). In most modeling studies of the material
cycle in natural ecosystems (Billen et al., 1994; Liu et
al., 2000; Rittmann et al., 2002), temporal fluctuations
have been assumed to be fixed (e.g., temperature, light,
and substrate supply concentration). In theoretical and
experimental studies of bioreactor systems and oscil-
lating chemostats (Smith, 1981; Lenas et al., 1994;
Ajbar and Alhumaizi, 2000), only the fluctuation of the
supply rate (i.e., the periodic flow rate of wastewater
through reactors or fluctuating supply concentration)
has been considered as an important factor determin-
ing the system dynamics and a control function for
optimization. Bacterial growth depends on the carbon
substrate concentration but this growth has not been re-
garded as being influenced by other potentially fluctu-
ating factors. Therefore, this would be the first study to
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In engineered environments, such as bioreactor

ng activated sludge (suspended-growth processe
iofilters (attached-growth processes), high conce

ions of dissolved oxygen are maintained, whereas
olved oxygen concentrations vary temporally in n
al environments (Miranda et al., 2000; Williams et a
000). Furthermore, in engineered environments, fl
ontrol regimes, e.g., reactor turnover time and rec
atio, can buffer the negative effects of temporal va
ions in pollutant load and can prevent the washou
acteria, thereby maintaining bacterial activity (Lenas
t al., 1994; Ajbar and Gamal, 1997; Ajbar and Ibrah
997; Ajbar and Alhumaizi, 2000). In comparison t
ngineered systems, it is more difficult to directly c

rol biomass and the production of bacteria in more
ral systems, e.g., constructed lagoons and wetl
atural systems are more vulnerable to fluctuation
how theoretically how multiple temporal fluctuatio
supply rate and consumption rate) interactively in
nce the dynamics of a biodegradation system, a
stimate quantitatively their impact on the purificat
fficiency of the system. We focus on the interac
etween the fluctuations in the pollutant load and
logical community, and the potentially asynchron
elationship between them. With a fluctuating pollu
oad and a time-varying biological community, the
ationship between the fluctuations of pollutant sup
ate and consumption rate would determine the
iency of the purification. Roughly speaking, the
ciency would depend on whether the pollutant l
uctuates in phase or out of phase with the chang
iodegradation rates.

In this simple model of the system, dissolved
anic carbon (DOC) is supplied by the continu
ow of wastewater and is aerobically decompose
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a heterotrophic bacterial assemblage; it is then contin-
uously discharged downstream. These stages consti-
tute the fundamental components of actual ecosystems,
such as constructed wetlands and lagoons. We assume
two periodic fluctuations: the supply rate of DOC to the
system and the maximum growth rate of bacteria (i.e.,
maximum biodegradation rate of DOC). We analyze
the model using the basic theory of population ecology,
a theory that has been applied to non-autonomous sys-
tems (Smith, 1981; Hale and Somolinos, 1983; Cush-
ing, 1986).

2. Model

We consider a simple chemostat model (Smith and
Waltman, 1995), which is applicable to a bacterial
community with suspended growth. The dynamics of
suspended (free-living) bacterial biomass in the water
column (g m−3), B, is given by:

V
dB

dt
= V (G(C,B) −mB) − qB, (1)

whereV is the volume (m3) of the system,q is the
continuous flow rate (m3 day−1). The first term on the
right-hand side is the synthesis of biomass from DOC,
the second represents the loss of biomass through main-
tenance processes and death, and the last term is the
loss of biomass due to the outflow. We assume that the
growth rate per unit volume (g m−3 day−1), G(C(t),
B ater
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sumption by bacteria, and (4) the reformation of DOC
due to bacterial biomass decay. The loss and reforma-
tion of DOC occur in the water columnV. We simply
assume that biomass decay does not produce less labile
compounds (but seeHenze et al., 1996) and that a part
r of it is recycled. We interpret metabolic loss for both
biosynthetic processes (1/Y− 1)αCG, and maintenance
processes (1− r)αCmB, as biodegradation terms, but
this does not mean everything is completely decom-
posed to CO2. It could be converted to other forms
of carbon, organic or inorganic, which may be less
degradable, but are not considered here. If we assume
a Monod’s-type growth of bacteria, the growth rate,G,
is given by:

G(C,B) = k(t)
C

CS + C
B = g(C, t)B, (3)

whereCS (g m−3) is the half-saturation constant and
g(C, t) is the specific growth rate of bacteria. We assume
that the effect of limiting factors other than DOC (e.g.,
nutrients, such as N and P, dissolved oxygen, and water
temperature) is influenced, not by DOC and bacterial
dynamics, but by external factors. We can assume that
these factors are included in the termk(t) (day−1), the
time-dependent maximum growth rate.

In this model, we assume that the two time-
dependent functions (u(t), the time-varying concen-
tration of supplied DOC, andk(t), the time-dependent
maximum growth rate of bacteria) are periodic. Letu(t)

del
n-
(t)), depends on the DOC concentration in the w
olumn (g m−3), C(t), and bacterial biomass. Furth
e simply consider the bacterial communities to b
ingle population and the loss rate of biomass (day−1),
, to be constant.
The dynamics of DOC concentration (g m−3) is

iven by:

dC

dt
= qu(t) − qC − V

(
αCG(C,B)

Y

)
+ VrαCmB.

(2)

here u(t) is the time-varying concentration of t
OC inflow (g m−3), αC is the carbon content per ba

erial biomass, andY represents the yield coefficient
iomass on DOC. The terms on the right-hand side
1) the inflow of allochthonous DOC (pollutant load)
he system, (2) the outflow of DOC from the system
he loss rate of DOC due to catabolic and anabolic
andk(t) be functions with a period ofτ (day), i.e.,

u(t + τ) = u(t), k(t + τ) = k(t).

The number of parameters appearing in the mo
(Eqs.(1) and (2)) is reduced when the following qua
tities are introduced:

θ = t

τ
, x1 = C

CS
, x2 = αCB

YCS
, u′ = u

CS
,

q

V
= 1

TR
, m′ =

(
m+ q

V

)
, Y ′ = m

m′ rY.

Further, when symbolY′ andu′ are replaced withY
andu, again Eqs.(1) and (2)are equivalent to:

dx1

dθ
= τ

1

TR
u(θ) − τ

1

TR
x1

− τk(θ)
x1

1 + x1
x2 + τYmx2 ≡ f1(x, v) (4)
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dx2

dθ
= τk(θ)

x1

1 + x1
x2 − τmx2

= τ{g(x1, θ) −m}x2 ≡ f2(x, v), (5)

wherex = [x1 x2]T, v = [k u]T andg(x1, θ) is the time-
dependent growth function of bacteria. Here,x1, x2,
and u(θ) represent the DOC concentration, bacterial
biomass, and supplied concentration of DOC, respec-
tively, all of which are normalized byCS (half sat-
uration constant) and are dimensionless parameters.
Further, note thatu(θ) andk(θ) are rescaled to periodic
functions with a period of 1 (we use the term 1-periodic
function hereafter). Generally, the only condition that
u(θ) andk(θ) must satisfy is that they are non-negative,
respectively.

3. Results

We will discuss three types of dynamics: first, the
time-autonomous system to provide the basis for subse-
quent analyses; second, the small fluctuations around
the time-autonomous equilibrium in order to qualita-
tively investigate how temporal fluctuations influence
system dynamics; and third, the dynamics under fluc-
tuations with large amplitudes in order to quantita-
tively estimate the effect of temporal fluctuations on the
biodegradation efficiency and to analyze the behavior
that is absent when fluctuations are small.
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concentrationx1,0 is smaller than the supplied concen-
trationu0.

We analyzed the local stability of each equilibrium,
calculating the eigenvalues of the Jacobian matrix eval-
uated at each equilibrium point (Smith and Waltman,
1995; and seeAppendix A). Whenk0 >m(1 +u0)/u0,p0
is unstable andp1 is asymptotically stable; whereasp0
is stable or asymptotically stable when the maximum
growth rate is low (k0 ≤m(1 +u0)/u0). In the follow-
ing sections, we consider cases wherek0 >m(1 +u0)/u0
holds. We will investigate whether the effects of tem-
poral fluctuations are positive or negative, comparing
temporal averages of DOC concentrations and bacterial
biomass with the time-autonomous equilibriump1.

3.2. The non-autonomous system under small
fluctuations

We will analyze the dynamics under periodic fluc-
tuations ofk anduwith small amplitudesε, and, using
perturbation techniques, will obtain a periodic solution
analytically. Then, calculating the average values of
x1 (DOC concentration) andx2 (bacterial biomass), we
will show how these fluctuations interactively influence
the dynamics of biodegradation systems.

We consider small oscillations around the average
v0,

v(θ, ε) = v0 + εv1(θ) + ε2v2(θ) + · · ·[
2

]

w n-
t f
z so-
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k :

x

w f
(
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.1. The non-fluctuating system: two equilibria
nd their local stability

Here, we consider a time-autonomous system
rned by Eqs.(4) and (5), whereu(θ) andk(θ) are con
tant, respectively, i.e.,u(θ) =u0, k(θ) =k0. Then, when
0 >m(1 +u0)/u0, a system has two plausible equilibr
ne is,

0 = [u0 0]T,

nd the other is

1 = [x1,0 x2,0]T =
[

m

k0 −m

u0 −m/(k0 −m)

TRm(1 − Y )

]T

,

hereas, only the former equilibriump0 exists when
0 ≤m(1 +u0)/u0. At p0, the bacterial community
ashed out, while it is maintained atp1, and the DOC
= k0(1 + εk1(θ) + ε k2(θ) + · · ·)
u0(1 + εu1(θ) + ε2u2(θ) + · · ·) , (6)

herev0 = [k0 u0]T, andvi(θ) is assumed to be a co
inuous 1-periodic function ofθ with an average o
ero. Under some natural conditions, a 1-periodic
ution aroundp1, x(θ, ε), is asymptotically stable whe
0 >m(1 +u0)/u0 holds, and it has the following form

(θ, ε) = x0 + εx1(θ) + ε2x2(θ) + · · · =
[
x1(θ, ε)

x2(θ, ε)

]

=
[
x1,0(1 + εx1,1(θ) + ε2x1,2(θ) + · · ·)
x2,0(1 + εx2,1(θ) + ε2x2,2(θ) + · · ·)

]
,

(7)

here each terms is a continuous function oθ
Appendix B). Substituting the expansions(6) and (7)
nto Eqs.(4) and (5)and equating coefficients of term
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with the same powers ofε on both sides of the resulting
equations, we obtain equations satisfied by the coeffi-
cientsxi,j(θ) (Cushing, 1986). From the first two orders
of these equations (Appendix B), we can calculate dif-
ferences between the averages (av[x1(θ, ε)], av[x2(θ,
ε)]) and equilibrium for the time-autonomous system
(xi,0) as follows:

av[xi(θ, ε)] − xi,0

xi,0
= ε2av[xi,2] + o(ε2) (i = 1,2).

This means that the fluctuationsv(θ, ε) with the order
of ε result in the deviation from equilibrium with the
order ofε2. This also means that the effects of fluctua-
tions on the average DOC concentration and bacterial
biomass can be determined only by calculating av[x1,2]
and av[x2,2]. Then, we do not have to consider the ac-
tual order of the effects (ε2), in order to qualitatively
investigate the effects of temporal fluctuations. There-
fore, we simply setEi = av[xi,2] (i = 1, 2) as the index
that represents the deviation from the time-autonomous
equilibrium. In other words, we can consider that tem-
poral fluctuations decrease the average DOC concen-
tration (or the average bacterial biomass) below the
time-autonomous equilibrium whenE1 < 0 (E2 < 0), or
increase this average whenE1 > 0 (E2 > 0).

We obtainE1 andE2 as follows (Appendix B):

E1 =
(

−1

2

g
′′
0

g′
0
x1,0

)
av[x2

1,1] − av[x1,1k1]

E

w
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g
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c
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p fac-
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l DOC
c

Second, we give an interpretation of Eq.(8a) as
follows. The first term on the right-hand side repre-
sents the effect of the temporal variability of DOC
(av[x1,1

2]) on the average growth rate. Only the form
of the growth functiong determines the sign of this
effect. When bacteria exhibit a convex growth curve
with respect to DOC, that is, a saturated growth rate
(i.e.,g

′′
0 < 0), the average DOC concentration increases.

With a convex growth curve, the increase in growth
rate with increased DOC (g(x1,0+�x1) −g(x1,0))
is smaller than the decrease with decreased DOC
(g(x1,0) −g(x1,0−�x1)). Therefore, fluctuations in
DOC lead to a smaller (averaged) growth rate (i.e.,
(1/2){g(x1,0+�x1) +g(x1,0−�x1)}<g(x1,0)), nega-
tively affecting the rate of biodegradation. It follows
that larger fluctuations lead to smaller bacterial biomass
values and larger DOC concentrations. On the other
hand, when bacteria exhibit a growth curve with a con-
cave form (i.e.,g

′′
0 > 0, an accelerated growth rate), the

fluctuation of DOC has a positive effect on biodegra-
dation. The remainder of the terms represent the ef-
fects of correlations between DOC concentration and
the maximum bacterial growth rate (av[x1,1k1]), be-
tween bacterial biomass and its maximum growth rate
(av[x2,1k1]), and between DOC and bacterial biomass
(av[x1,1x2,1]), respectively. These terms represent the
effects of correlations among fluctuations in determin-
ing the growth ratek(θ){x1(θ)/(1 + x1(θ))}x2(θ). A
positive correlation among fluctuations (a correlation
betweenx1 andk1, betweenx2 andk1, or betweenx1
a nd
t DOC
c

ac-
t OC
c of
D set
t

k

u

w
a of
| ll
− m

g′
0x1,0

av[x2,1k1] − av[x1,1x2,1] (8a)

2 = − x1,0

m(1 − Y )TRx2,0
E1, (8b)

hereg is the growth rate of bacteria given by Eq.(5)
nd

′
0 = ∂g

∂x1

∣∣∣∣
(k0,x1,0)

> 0, g
′′
0 = ∂2g

∂x1
2

∣∣∣∣
(k0,x1,0)

.

First, we note that the increase in the average
erial biomass leads to the decrease in average
oncentration, which is represented in Eq.(8b). In the
ollowing discussion, we describe a factor’s effec
ositive (or negative) on biodegradation when the

or enhances (or reduces) the bacterial average bio
eading to a decrease (or increase) in the average
oncentration.
,

ndx2) has a positive effect on bacterial growth a
he degradation rate and results in a decreased
oncentration.

Next, we examine how externally fluctuating f
ors, the maximum growth rate, and the supplied D
oncentration, determine the temporal variability
OC and the correlations among fluctuations. We

he 1-periodic functionsk1 andu1 explicitly as follows:

1(θ) =
∞∑
N=1

fk,N cos(2Nπθ + ϕk,N ),

1(θ) =
∞∑
N=1

fu,N cos(2Nπθ + ϕu,N ). (9)

here the phasesϕu,N andϕk,N are chosen so thatfk,N
nd fu,N take positive values. Note that the order
k1(θ)| and that of|u1(θ)| must be sufficiently sma
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thatε|k1(θ)| andε|u1(θ)| have the order ofε, because
we assumed the small fluctuations with the amplitude
with the order ofε (see Eq.(6)).Using these expansions,
we obtain a 1-periodic solution (x1,1, x2,1) representing
the primary components of fluctuations inx1 andx2
(Appendix B). Substitution of this solution into Eq.
(8a)yields:

E1 =
∞∑
N=1

C0,N{Ck,N (fk,N )2 + Cu,N (fu,N )2

+Cku,N (fk,Nfu,N ) cos(ϕu,N − ϕk,N −�N )}
(10)

We obtain each coefficientCX,N (N= 1, 2, 3,. . .; X= 0,
k, u, ku) and phase�N, which are independent of am-
plitudes (fk,N, fu,N), using the calculations inAppendix
B.

The form of this equation provides insight into
the effects of fluctuationsk1 and u1. The first and
second terms on the right-hand side are effects of
temporal variability in the maximum growth rate
and in the supplied DOC concentration, respectively.
The third term represents an effect of interaction
between these two fluctuations. SinceC0,N is posi-
tive, Ck,N, Cu,N, andCku,N cos(ϕu,N−ϕu,N−�N) rep-
resent the sign of each effect. Although, the sign
of Ck,N, andCku,N cos(ϕu,N−ϕu,N−�N) depend on
several parameters, it is notable thatCu,N is deter-
mined by the form of the growth curve (Cu,N =
(

axi-
m 1/
( ond
t of
1 e

the DOC supplied (i.e., the effect of interaction is zero).
When the fluctuations in supply rate are not moderated,
the temporal variability of DOC (av[x1,1

2]) increases.
As a result, the fluctuations in supply rate have negative
effects on biodegradation when bacterial growth is sat-
urated (g

′′
0 < 0), due to the mechanism mentioned above.

Therefore, iffk,N= 0 and Cu,N> 0, thenfu,N should be
zero to minimizeE1. Hereafter, we simply assume that
fk,N= fu,N= 0 whenN> 1 in Eq.(9). In other words, we
only consider the case that two fluctuations (k1 andu1)
are single sine curve with the same period. Note that
we originally assumed more general form of fluctu-
ations with multiple components of different periods
(Eq. (9)). However, Eq.(10) means that there are no
interactions between the components of different peri-
ods in these two fluctuations, because Eq.(10) is the
linear summation of the effects of each component of
different periods. Therefore, the above simplification
is reasonable, when we consider the fluctuations with
small amplitudesε.

Next, we will show the effects of fluctuation char-
acteristics, specifically, the effects of phase difference,
amplitude, and period, on biodegradation using the
growth functiong(x1, θ) =k(θ)x1/(1 +x1) explicitly. We
chose values for parameters based on literature val-
ues (Table 1). Note that we set the parameters to
make the autonomous equilibriump1 asymptotically
stable.

First, Fig. 1 represents the effect of phase differ-
ences between the maximum growth rate (k1) and the
s y
E 1.0).
F n is
h i-
l
l nce

T
T

S

k ay−1 )
Y
m
u

T

N ss valu
c

−1/2)(g′′/g′)(4N2π2τ2u2
0)(T 2

Rx1,0)
−1

).
This can be interpreted as follows. When the m

um growth rate does not fluctuate with a period ofN
fk,N= 0), the bacterial community is not able to resp
o fluctuations in the DOC supply rate with a period
/N (fu,N> 0), and it is not able to effectively consum

able 1
he parameter values for Eqs.(4) and (5)

ymbol Definition Value

0 Maximum growth rate 0.6, 1.0, 6.0 d
Yield 0.25
Mortality 0.25 day−1

0 Supplied concentration of DOC
normalized byCS

0.5–10.0

R Residence time 10 day

ote: The values ofu0 andTR are assumptions;u0 is a dimensionle
onstant) in the original models (Eqs.(1) and (2)).
upplied DOC concentration (u1) onEi , as computed b
qs. (8a)–(10) for selected parameters (period is
ig. 1a shows that the average DOC concentratio
igher (i.e.,E1 > 0) or lower (i.e.,E1 < 0) than the equ

ibrium value of a non-fluctuating system (x1,0) (solid
ine in Fig. 1a), depending upon the phase differe

Source

Billen et al. (1990), Morris and Lewis (1992), Henze et al. (1996
Henze et al. (1996), del Giorgio and Cole (1998)
Billen et al. (1990)
Assumed

Assumed

e in Eqs.(4) and (5)and represents a ratio ofu0 toCS (half saturation
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Fig. 1. The dependence of the average DOC concentration (E1)
and the average microbial biomass (E2) on the phase difference
(ϕu,1 −ϕk,1). Panel (a) shows the average DOC concentration (solid
line) and the average microbial biomass (dashed line).Ei > 0 repre-
sents larger values than the time-autonomous equilibrium (xi,0). Pa-
rameters used are:τ = 1.0,fu,1 = 1.0,fk,1 = 1.0,u0 = 1.0, andk0 = 1.0.
Other parameters are described inTable 1. Panel (b) shows tem-
poral variability in DOC concentration and correlations among
fluctuations. We calculated 10× (−(1/2)(g

′′
0/g

′
0)x1,0)av[x2

1,1] and
av[x1,1k1] + (m/g′

0x1,0)av[x2,1k1] + av[x1,1x2,1], respectively, de-
pending on the phase difference. Parameters are the same
as in (a).

(ϕu,1 −ϕk,1). As mentioned above, it also shows that
the larger the average bacterial biomass (E2), the lower
the average DOC concentration (E1).

It is notable thatE2 (i.e., the average bacterial
biomass) is not largest whenk1 andu1 are exactly in
phase (ϕu,1 −ϕk,1 = 0). The average bacterial biomass
is higher when fluctuations in the maximum growth
rate and the DOC concentration are positively corre-
lated. However, since fluctuations inx1 are not exactly

in phase withu1, that is, the peak DOC concentration
occurs after the DOC supply rate peaks, this means
that a positive correlation is attained with a phase dif-
ference. We make this clear by separating the effect of
temporal variability of DOC and that of correlations
among fluctuations inE1 (the first term and the rest of
the terms on the right-hand side of Eq.(8a)). Fig. 1b
represents these two components and shows that the
highest correlations are attained with differences in the
phases (solid line).

Second, Eq.(10)defines how the amplitudes of fluc-
tuations (fk,1, andfu,1) influence the average DOC con-
centration (E1). In particular, the sign of the effect
of u depends on the sum of two effects: (1) the tem-
poral variability of u (the second term in Eq.(10)),
which always negatively affects biodegradation and
(2) the interaction withk (the third term in Eq.(10)),
which depends on the phase difference. When the in-
teraction betweenk and u has a negative effect on
biodegradation (i.e.,Cku,1 cos(ϕu,1 −ϕk,1 −�1) > 0),
the effect of u is always negative on biodegrada-
tion and the average DOC concentration increases
monotonously with the amplitudefu,1. On the con-
trary, when the effect of the interaction is posi-
tive (i.e.,Cku,1 cos(ϕu,1 −ϕk,1 −�1) < 0), the sign of
the effect of u depends upon the amplitudefu,1.
When the relative amplitude offu,1 to fk,1 is small,
the resultant negative effect of the temporal vari-
ability of u, which leads to a larger temporal vari-
ability of DOC concentration (av[x1,1

2]), is smaller
t
C
n l-
a of
t of
(
t n-
i te
l the
f

han the positive effect of the interaction ({Cu,1fu,1 +
ku,1 cos(ϕu,1 −ϕk,1 −�1)fk,1}fu,1 < 0), producing a
et positive effect ofu. Whereas, when the re
tive amplitude is sufficiently large, the sum

hese two effects produces a negative effectu
{Cu,1fu,1 +Cku,1 cos(ϕu,1 −ϕk,1 −�1)fk,1}fu,1 > 0). In
his case, the effect offu,1 is not monotonous, and mi
mumE1 (maximumE2) is realized at an intermedia
evel of the amplitude. The minimum is realized at
u,1 value that satisfies the following equation:

∂

∂fu,1
{Cu,1(fu,1)2 + Cku,1(fk,1fu,1)

× cos(ϕu,1 − ϕk,1 −�1)}
= 2Cu,1fu,1 + Cku,1

× cos(ϕu,1 − ϕk,1 −�1)fk,1 = 0,
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Fig. 2. The dependence of the average DOC concentration on
the period of fluctuation. Panels show the average DOC concen-
tration (E1) depending on the period and the phase difference
(Panel 1), temporal variability ((−1/2)(g

′′
0/g

′
0)x1,0)av[x2

1,1]) and cor-
relations among fluctuations av[x1,1k1] + (m/g′

0x1,0)av[x2,1k1] +
av[x1,1x2,1] (Panel 2). Parameters used are (1)k0 = 1.0, fu,1 = 1.0,
fk,1 = 1.0, 0.1≤ τ ≤ 365; (a)ϕu,1 −ϕk,1 = 0.0; (b)ϕu,1 −ϕk,1 =π; (c)
ϕu,1 −ϕk,1 =−2π/3; (Panel 2)ϕu,1 −ϕk,1 = 0.0. Other parameters are
described inFig. 1, Panel 1. Here, DOC* denotes the equilibrium
value of DOC in the time-autonomous system (x1,0).

showing that this level depends on the amplitude ofk
(fk,1).

Next, we show the dependence ofE1 on the period
in fluctuations,τ (see Eq. (8) andAppendix B). Note
thatτ is the period of functionsu(t) andk(t) in original
model Eqs.(1) and (2), although they are rescaled to 1-
periodic functions in Eqs.(4) and (5). The effect of the
period depends on the phase difference (Fig. 2, Panel
1), but the relationship is not a simple one. When the
period of fluctuation is long, the magnitude of the effect
(|E1|), whether positive or negative, tends to be much
larger than the effect of fluctuations with a very short
period (e.g., a 1-day period). Furthermore, the average
DOC concentration tends to be higher than equilibrium
for a time-autonomous system (E1 > 0) when the period

of fluctuation is very long (e.g., a 365 day period). This
is explained by the effects of the temporal variability of
DOC and the correlations among fluctuations (Fig. 2,
Panel 2). The DOC concentration (x1(θ)) and bacterial
biomass (x2(θ)) tend to track the changes inuandkwith
increasing periods of fluctuations (Cushing, 1986) such
that the temporal variability of DOC increases with the
period. It follows that the magnitude of the effect in-
creases with the period and that this negatively affects
biodegradation. Moreover, correlations among fluctu-
ations, i.e., the total effects of the three components,
av[x1,1k1], av[x2,1k1], and av[x1,1x2,1], tend to be neg-
ative (Fig. 2, Panel 2).

3.3. The system under large fluctuations

Finally, we consider the dynamics under periodic
fluctuations ofk andu with large amplitudes. Since,
perturbation techniques are not applicable, we adopt
a numerical method as well as an analytical method
to obtain solutions and average values ofx1 and
x2. In the non-autonomous system governed by Eqs.
(4) and (5), we consider the following large fluctua-
tions:(
k(θ)

u(θ)

)
=
(

k0(1 + fk cos(2πθ))

u0(1 + fu cos(2πθ + ϕu))

)
, (11)

where we fix the timing of the peakk(ϕk= 0). The phase
difference betweenk andu is ϕu, and the amplitudes
m
a

f a
s .
( rent
f ns.
T bit
a tain
c am-
p ics
u and
t da-
t
e ring
t ent
l
q tion
a

ust satisfy the inequality 0 <fk, fu< 1 for positivek(�)
ndu(�).

In this section, we first analyze the behavior o
olution in the system of Eqs.(4) and (5)using Eq
11) because the system exhibits behaviors diffe
rom the dynamics observed with small fluctuatio
he solution can wildly deviate from periodic or
round the time-autonomous equilibrium under cer
onditions. Next, we calculate the effects of phase,
litude, and period in order to compare the dynam
nder conditions of large and small fluctuations

o quantitatively estimate the effects on “biodegra
ion efficiency”, defined by (u0 − av[x1])/u0. We also
valuate the magnitude of these effects, compa
he effects of temporal fluctuations and the influ
oad (average supplied concentrationu0 × flow rate
) on the effluent load (average outflow concentra
v[x1] × flow rateq).
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3.4. Two distinct class solutions: maintenance or
washout of the bacterial community

The system described by Eqs.(4) and (5)has two
distinct classes of periodic solutions: (i) washout of
the bacterial biomass,x2 = 0; and (ii) maintenance of
the bacterial community,x2 > 0 for all θ≥ 0. We can
determine which solution is realized by analyzing the
washout solution at the boundary,

B2 = {(x1, x2) ∈ R2 : x1 ≥ 0, x2 = 0}.
Let the solution be [˜x1(θ) 0]T. Evaluating the local

stability of this periodic solution [˜x1(θ) 0]T (Appendix
C) reveals that the washout solution is locally asymp-
totically stable if and only if

av[g(x̃1(θ), θ)] < m. (12)

Eq.(12)means that the biomass of the bacterial com-
munity is not maintained when the average growth rate
(av[g(x̃1(θ), θ)]) is smaller than the loss rate (m). Fur-
thermore, it is shown that the washout solution is glob-
ally asymptotically stable if av[g(x̃1(θ), θ)] < m and
1/TR <m(1−Y) (Appendix C). The latter inequality
tends to hold when bacterial loss is high or growth yield
is low. On the other hand, the dynamic is proven to be
permanent, i.e., bacteria are always maintained, when
av[g(x̃1(θ), θ)] > m (Appendix C). Therefore, the two
classes of solutions are mutually exclusive.

The relationship between the two fluctuationskand
u Eqs.
(

1

w
a

tude
o
t ase
r
a om-
m ized
(
t il-

Fig. 3. The dependence of the realized stable state of the system
on the period, the phase difference, and the amplitudes. This shows
a combination of the period and the phase difference leading to a
washout or maintenance of the bacterial community for different
combinations of the amplitudes (fk andfu). The washout solution (or
maintenance solution) is realized for values that lie to the inside (or
outside) of a curve that corresponds to a particular combination of
the amplitudes. Parameters used are: (a)fu = 0.9,fk = 0.9; (b)fu = 0.9,
fk = 0.3; (c)fu = 0.6,fk = 0.9; and (d)fu = 0.99,fk = 0.99. Other param-
eters are described inFig. 1.

lustrate which class of solution is realized, depending
on periods, phase differences, and amplitudes of fluc-
tuations, assuming a low growth rate ofk0 = 0.6 day−1

(Fig. 3). This analysis shows that bacterial biomass can
be washed out depending on these parameters. This is
the extreme outcome of the negative effect of fluctua-
tions on bacteria, which is shown in the case of small-
amplitude fluctuations.

3.5. Quantitative evaluations

To quantitatively evaluate the effects of tem-
poral fluctuations on biodegradation, we used the
Bulirsch–Stoer algorithm with adaptive step-size con-
trol for calculations (Press et al., 1988). Fig. 4
represents the effects of phase differences on the
average DOC concentration (Fig. 4, Panel 1), the
biodegradation efficiency (Fig. 4, Panel 1), the aver-
age bacterial biomass (Fig. 4, Panel 2), and the devi-
ation from equilibrium for a time-autonomous system
(av[x1] − x1,0)/x1,0 (Fig. 4, Panels 3 and 4). These ef-
fects depend on the (average) maximum growth rate
(k0) and the period of fluctuations. When the period
determines which solution is realized because
11) and (12)are equivalent to:

−
√
a2

0 − a2
1

a2
0 − a2

1

+ fk

fu

√
a2

0 − a2
1(a0 −

√
a2

0 − a2
1)

u0(a2
0 − a2

1) cos(φ)

cos(ϕu − φ) <
m

k0
, (13)

here (cosφ, sinφ) = (4π2T 2
R + τ2)

−1/2
[τ,2πTR]

nda0 = u0 + 1, a1 = fu cos(φ)u0.
This equation reveals that increasing the ampli

f fluctuations of the bacterial growth ratek (fk) tends
o wash out the bacterial community when the ph
elationship is desynchronized (i.e., cos(ϕu−φ) is neg-
tive), whereas it tends to maintain the bacterial c
unity when the phase relationship is synchron

i.e., cos(ϕu−φ) is positive). Using Eq.(13) to inves-
igate the stability of the washout solution, we can
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Fig. 4. The dependence of the averages of the DOC concentration and bacteria on the phase difference. Panel 1 shows the dependence of the
average DOC av[x1] (the left axis) and biodegradation efficiency (u0 − av[x1])/u0 (the right axis). Panel 2 shows the dependence of the average
bacterial biomass av[x2]. The deviation from the equilibrium DOC concentration is shown in Panel 3 (whenτ = 1.0 day) and Panel 4 (when
τ = 365 day). Parameters used in Panels 1–4 are (amplitudes):fu = fk = 0.9 in (a)–(f); (period):τ = 1.0 in (a)–(c); 365 in (d)–(f); (average maximum
growth rate):k0 = 0.6 in (a) and (d); 1.0 in (b) and (e); 6.0 in (c) and (f).

is short (1 day), the average DOC concentration is
quantitatively insensitive to phase differences (Fig. 4,
Panel 1 and a–c), although, its dynamics are qualita-
tively the same as under small fluctuations (compare
Fig. 4, Panel 3 andFig. 1). On the other hand, when
the period is long (365 days), the magnitude of the ef-
fect is not trivial (Fig. 4, Panel 1 and d–f), which is
predicted by the effect of the period on the dynam-
ics under conditions of small fluctuations. In particu-
lar, the deviation from values for a time-autonomous
system is greater than 200% when the average max-
imum growth rate is large (6.0 day−1) (Fig. 4, Panel
4 and f). As this deviation and negative effect on bac-
teria become much larger, bacterial biomass can con-
verge to zero (washout), when the average maximum
growth rate is small (0.6 day−1) and the phase rela-
tionship is desynchronized (Fig. 4, Panel 2 and d), as
mentioned above. We also show that the effects of am-

plitudes and period are qualitatively the same as in
the case of small fluctuations (Fig. 5). The effect on
biodegradation is primarily negative when the period
is long, which is also predicted by the effect of the
period on dynamics under conditions of small fluc-
tuations.

Next, we quantitatively evaluate the effect of fluc-
tuations, especially the effect of the phase difference,
and compare that with the effect of influent DOC load.
Fig. 6 shows the dependence of the average outflow
DOC concentration (av[x1]) on the average concentra-
tion of supplied DOC (u0) and on the phase difference
for a long period (τ = 365 day). Note that av[x1] in-
creases with increasingu0, although the equilibrium
DOC concentrationx1,0 is not influenced byu0 in this
model whenu and k are not fluctuating. This is be-
cause a higher supplied DOC concentration (largeru0)
increases the temporal variation of DOC, and thus,
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Fig. 5. The dependence of the average DOC concentration on the amplitudes and period of fluctuations. Panels 1 and 2 show the dependence of
the average DOC concentration (Panel 1) and its deviation from the equilibrium (Panel 2) on the amplitude ofu. Parameters used are:τ = 365,
ϕu = 0.0; (the amplitude ofk): fk = 0.01 in (a)–(c); 0.5 in (d)–(f); (maximum growth rate):k0 = 0.6 in (a) and (d); 1.0 in (b) and (e); 6.0 in (c) and
(f). Panels 3 and 4 show the dependence on the period of the average DOC concentration (Panel 3) and its deviation from the equilibrium (Panel
4). Parameters used are (amplitudes):fk = fu = 0.9 in (a)–(e); (phase difference):ϕu = 0.0 in (a), (b) and (d);ϕu =π in (c) and (e); (maximum
growth rate):k0 = 0.6 in (a); 1.0 in (b) and (c); 6.0 in (d) and (e).

negatively affects biodegradation. The timing of the
peak ofu is different by one month between adjacent
lines (i.e., the phaseϕu is different by 2π/12), indicating
that the average DOC concentration is very dependent
on the phase relationship between the supply rate and
the consumption rate. For example, compare the DOC
concentration in the effluent load when the peak ofu
comes 3 months after that ofk (−3τ/12) with the DOC
concentration of the effluent load when the peak ofu
comes 4 months after thatk (−4τ/12). The former is
about 30% less than the latter. If the DOC concentration
of the effluent has an approximately linear dependence
on u0 with a fixed phase difference, then the effect of
changing the phase difference by only 1 month, from
4 to 3, is approximately equivalent to that of reducing
DOC in the influent load by 30%, without changing
the phase difference. This example highlights the large
impact that temporal fluctuations have on biodegrada-
tion.

4. Discussion

This study investigates the effects of environmental
variations on critical ecological processes and ecosys-
tem functions. With a simple model of biodegrada-
tion, we demonstrate how two fluctuating factors (the
supply rate of DOC and the maximum growth rate of
bacteria) interactively influence an ecological process
(the biodegradation of DOC) through modifying the
community structure (the biomass of the bacterial com-
munity). Changes in the phase differences, the relative
amplitudes, and the periods of these two fluctuating
factors produce changes in the temporal variability of
DOC, and in correlations among fluctuating factors.
Whether changes in the temporal variability of DOC
have positive or negative effects on biodegradation de-
pends on the form of the bacterial growth curve with
respect to DOC. Correlations among fluctuating factors
may be positive or negative, depending upon several
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Fig. 6. The dependence of the outflow concentration of DOC on the supplied concentration of DOC and the phase difference. Each line shows
the dependence on supplied concentration of DOC for different phase differences (ϕu). Calculations were made for every 2π/12 with respect
to ϕu, which is equivalent to making calculations for everyτ/12 in time scalet. We assume thatτ = 365k0 = 1.0, andfk = fu = 0.9. For example,
compare the effluent load when the peak ofu comes 3 months after that ofk (−3τ/12) with the effluent load when the peak ofu comes 4 months
after that ofk (−4τ/12). The former is about 30% smaller than the latter (whenu0 = 10, 2.3854/3.4322∼= 0.695).

factors, in particular, the period of, and phase differ-
ence between, fluctuations in the DOC supply rate and
the maximum bacterial growth rate.

From a quantitative viewpoint, the magnitude of the
effects of fluctuations depends on the average max-
imum bacterial growth rate (k0) and the period of
fluctuation (τ) (Fig. 4). When the period is short, the de-
pendence of the biodegradation efficiency on the phase
difference is very small, independent of maximum
growth rate. When the period is long, the biodegrada-
tion efficiency is sensitive to the phase difference and
the average maximum growth rate. A very slow bac-
terial growth rate leads to a washout of the bacterial
community, which depends, in turn, on the phase differ-
ence; a rapid growth rate leads to high biodegradation
efficiency, and this is independent of the phase differ-
ence. With intermediate growth rates, the dependence
of the biodegradation efficiency on the phase difference
is great (10–60%) and can generate a greater than two-
fold difference in the average DOC concentration of the
effluent (Fig. 4). An approximately equivalent change

in effluent DOC concentration is achieved (Fig. 6) by
changing the average supply rate of DOC to a similar
extent (10–60%). In other words, this model suggests
that the effluent DOC load can be reduced effectively,
even if the yearly averaged influent DOC load cannot
be reduced. At the same time, it serves as a warning that
DOC in the effluent load will increase with changing
patterns of fluctuations, even if the influent DOC load is
unchanged. In summary, this model theoretically pre-
dicts that the impacts of interactions between multiple
fluctuations on the biodegradation depend on the traits
of the fluctuations (e.g., the period), and on the traits
of the biological community (e.g., growth rate).

Analytical investigations reveal the conditions un-
der which the bacterial community is maintained or
washed out (Fig. 3; Eq. (13); andAppendix C). The
bacterial community cannot grow sufficiently during
times of high substrate concentration and cannot sur-
vive a long term of low substrate supply, due to an asyn-
chronous relationship between the growth rate and the
DOC concentration; these conditions are represented
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by long periods of fluctuation with large amplitudes. A
washout of the bacterial community occurs when the
loss rate of bacterial biomass (or maintenance energy)
is constant, independent of growth conditions. Because
bacterial catabolic and anabolic processes can change
to optimize growth under sub-optimal conditions (see
review:del Giorgio and Cole, 1998), a bacterial com-
munity would be less likely to be washed out. Even so,
bacterial activities would be low and biodegradation
would not proceed normally under conditions where
the present model predicts a washout.

Our model and analyses provide useful results, but
are simpler than an actual ecological treatment system
(more generally, an aquatic ecosystem). First, in our
model, temporal fluctuations are simply assumed to be
periodic; non-periodic fluctuations are ignored. Fur-
thermore, in most of the analyses, periodic fluctuations
are also simplified to a single sine curve. It is necessary
to consider the uncertainty of fluctuations and interac-
tions among fluctuations with multi-periods in the con-
text of the robust control of such a system. Second, we
assumed bacterial growth kinetics simply as Monod’s-
type. However, non-monotonic growth, such as inhibi-
tion kinetics is known to lead to oscillatory dynamics
even without external fluctuations (Ajbar and Ibrahim,
1997). Such autonomous oscillations are also observed
in a physiologically structured-population model con-
sidering dynamics of the cell content (Pascual and
Caswell, 1997). Interactions between fluctuations in
internal dynamics and external factors would affect the
b ple
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porally fluctuating factors.Kayombo et al. (2000)
showed that multiple fluctuations (temperature, pH,
and light intensity) were simultaneously influencing
the temporal dynamics of dissolved oxygen. Further-
more, other studies pay attention to the differences in
multiple temporal fluctuations and their influences on
the ecosystem functions, such as water quality (Canu et
al., 2003) and sea grass biomass (Elkalay et al., 2003).
In Canu et al. (2003), the effects of physical forcing
(wind and tide) on water quality are examined and com-
pared them with the effect of reduction of nutrient load.
Elkalay et al. (2003)showed that the relationship be-
tween the seasonal pattern of light intensity and that
of sea grass growth was important for the production
of sea grass. Such examinations are conceptually the
same as our analysis, especially inFigs. 1, 4 and 6,
showing the effects of phase difference between two
fluctuations and comparing them with the equivalent
effect of reduction of inflow load. However, in these
studies, results are compared among only several sce-
narios of different patterns of external fluctuations. This
might be because of the complexity of the models,
preventing the detail analysis. Therefore, these studies
only qualitatively suggest that the differences in fluctu-
ations and the interactions among multiple fluctuations
are important. However, they are not able to evaluate
theoretically and quantitatively the effects of such dif-
ferences on the ecosystem functions. In comparison to
these models, out model is much simpler, and because
of this simplicity, it has the following two advantages:
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hange drastically. Fluctuations of autochthonous
uction may buffer, or exacerbate, the asynchron
elationship between allochthonous input and its c
umption. Competition between heterotrophic bac
nd phytoplankton for nutrients, such as nitrogen
hosphorus would also become important (Vadstein
000). These points may be considered in future w
n theoretical and applied problems.

We have to discuss the differences between
odel and other ecological models that consider
1) it was possible to analyze the response of the sy
o the continuous changes in the traits of fluctuat
phase, amplitudes, and periods) and (2) it was pos
o reveal under what conditions the effects of exte
uctuations become large, in other words, we dete
ome parameters determining the magnitude of th
ects of fluctuations.

Our simple model is not intended to describe a
ific ecosystem. Its quantitative estimations are rou
han various realistic models that can simulate the
amics of material flows and biological communi
e.g.,Wang and Mitsch, 2000; Koelmans et al., 20
ittmann et al., 2002). However, the numerical calc

ations have important implications, for example,
emporal fluctuations have primarily negative effe
n the efficiency of biodegradation (Fig. 4, Panel 4
ig. 5, Panels 3 and 4; andFig. 6). Thus, evaluat

ng the self-purification of ecosystems by using ye



294 T. Miki, N. Yamamura / Ecological Modelling 183 (2005) 281–299

averaged values would be likely to yield overestima-
tions. Although, it has been recognized that pulse-like
events, such as temporally flashed loads, have negative
effects on self-purification, we emphasize here that rel-
atively slow, moderate, and predictable changes, like
seasonal changes, also have considerable negative ef-
fects on biodegradation. This demonstrates the need
to investigate the effects of periodic fluctuations on
material cycling in order to more accurately evaluate
and estimate the performance of ecological treatment
systems. At the same time, it is important to develop
methods of controlling temporal fluctuations in pollu-
tant loads and biological community in order to reduce
negative effects on the efficiency of biodegradation. As
for biological community, recent theoretical and empir-
ical studies suggest that community with higher species
richness is less vulnerable to external fluctuations, lead-
ing to higher total biomass (Petchey et al., 2002). In this
model, if we consider a single population as aggregate
community, under the same fluctuations in external fac-
tors, the amplitude of fluctuating maximum growth rate
fk would be less in the community with higher richness.
As for pollutant loads, controlling inflow rate (Smith
and Waltman, 1995) or using settling ponds would be
effective in order to relax the asynchronous phase rela-
tionship with bacterial activities. Changing the life style
of people and modifying agricultural schedule (e.g., by
changing the timing of fertilization), in order to control
temporal fluctuations in pollutant concentration, are not
the easiest ways but essentially necessary, if you take
t
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The partial derivatives of functionf = [f1f2]T are:
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wheref = [f1 f2]T,y= [x1 x2 k u]T,g(x1) =kx1/(1 +x1).
Matrix (A.1) was evaluated at equilibriap0 andp1
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ppendix A

In this appendix, we first calculate the partial der
ives, which are necessary for calculations in the
o analyze the local stability of each. Atp0 = [u0 0] ,
he matrix has the eigenvaluesλ0,1 = −τ/TR, λ0,2 =
(k0u0/(1 + u0) −m). Whenk0 ≤m(1 +u0)/u0, p0 is
table; otherwisep0 is unstable. At

1 = [x1,0 x2,0]T =
[

m

k0 −m

u0 −m/(k0 −m)

TRm(1 − Y )

]T

,

he matrix has the following characteristic equation

2 +
(
τ

TR
+ τgx1,0x2,0

)
λ+ τ2m(1 − Y )gx1,0x2,0 = 0

here

τ

TR
+ τgx1,0x2,0

)
> 0, τ2m(1 − Y )gx1,0x2,0 > 0.

The roots of this equation are negative or have n
tive real parts; the equilibriump1 is asymptotically
table, if it exists.
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Appendix B

First, we show the uniqueness of the periodic solu-
tion under small perturbations. Letv(θ, ε) be continu-
ous onD={(θ, ε) ∈ R2:θ≥ 0, 0≤ ε� 1}. Then, given
that a vector-valued functionf(θ, x, ε) = [f1(θ, x, ε) f2(θ,
x, ε)]T is continuous onD× R+0

2 (Eqs.(4) and (5))
and differentiable with respect tox on R+0

2, and that
∂f/∂x is continuous onD× R+0

2, it follows that f sat-
isfies a Lipschitz condition inx on R+0

2. Under these
conditions, theorems of ordinary differential equations
(Coddington and Levinson, 1955; Theorems 1.1 and

1.2, Chapter 14) can be applied to the system of Eqs.
(4) and (5)with Eq. (6), to yield the existence of a 1-
periodic solutionx(θ,ε) and its uniqueness, which is
continuous onD and satisfiesx(θ, 0) =pi (i = 1, 2). Fur-
ther, by Theorem 8.4 (Chapter 1), iff is assumed to be

analytic in (x, ε), it follows that the solution aroundp1
-

ns

d

dθ

x1,2

x2,2

= τ

[
a11 a12

a21 0

][
x1,2

x2,2

]
+ τ

[
b11 b12

b21 0

][
k2

u2

]

+ τh(x1,1, x2,1, k1), (B.2)

where

τ

[
a11 a12

a21 0

]

= τ


−

(
1

TR
+ g′

0x2,0

)
−m(1 − Y )

(
x2,0

x1,0

)
g′

0x1,0 0


=A,

τ

[
b11 b12

b21 0

]
= τ


−m

(
x2,0

x1,0

)
u0

TRx1,0

m 0


 = B,

h(x1,1, x2,1, k1) =



(

−1

2

)
g

′′
0x1,0x2,0x

2
1,1 − g′

0x2,0x1,1x2,1 − g′
0x2,0x1,1k1 −m

(
x2,0

x1,0

)
x2,1k1(

1

2

)
g

′′
0x

2
1,0x

2
1,1 + g′

0x1,0x1,1x2,1 + g′
0x1,0x1,1k1 +mx2,1k1


 ,

and

g′
0 = dg

dx1

∣∣∣∣
x1=x1,0

> 0, g
′′
0 = d2g

dx1
2

∣∣∣∣∣
x1=x1,0

< 0.

Then Eq.(B.2) yields,

[
av[x1,2]

av[x2,2]

]
= −A−1av[τh] = 1

a12a21




a12

{(
−1

2

)
g

′′
0x

2
1,0x

2
1,1 − g′

0x1,0x1,1x2,1 − g′
0x1,0x1,1k1 −mx2,1k1

}
(

1

TR

){(
−1

2

)
g

′′
0x

2
1,0x

2
1,1− g′

0x1,0x1,1x2,1 − g′
0x1,0x1,1k1 −mx2,1k1

}

 .

By the Laplace transform, the linear system in Eq.
(B.1) is equivalent to:

X

w
a

(

a
1

(s) = (sI − A)−1BV (s) + (sI − A)−1x(0),

hereX(s) and V(s) denoteX(s) = ∫∞
0 e−sθx1(θ) dθ

ndV (s) = ∫∞
0 e−sθv1(θ) dθ, respectively.

Here,

sI − A)−1B

= 1

s2 − (trA)s + detA

×
[

τb11s + τ2a12b21 τb12s

τb21s + τ2a21b11 − τ2a11b21 τ2a21b12

]

=
[
g11(s) g12(s)

g21(s) g22(s)

]
.

Using the expansions in Eq.(9), we can obtain
-periodic solution:
has the form of Eq.(7) in which each term is a contin
uous function ofθ.

Next, we solve the first two orders of these equatio
satisfied by the coefficients of Eq.(7)and obtained with
(A.1)–(A.3). They have forms as follows:

d

dθ

[
x1,1

x2,1

]
= τ

[
a11 a12

a21 0

][
x1,1

x2,1

]

+ τ

[
b11 b12

b21 0

][
k1

u1

]
, (B.1)

[ ]
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x1,1(θ) =
∞∑
N=1

(
1

2

)
{fk,N exp(iϕk,N )g11(i2Nπ)

+ fu,N exp(iϕu,N )g12(i2Nπ)} exp(i2Nπθ)

+
∞∑
N=1

(
1

2

)
{fk,N exp(−iϕk,N )g11(−i2Nπ)

+ fu,N exp(−iϕu,N )g12(−i2Nπ)}
× exp(−i2Nπθ),

x2,1(θ) =
∞∑
N=1

(
1

2

)
{fk,N exp(iϕk,N )g21(i2Nπ)

+ fu,N exp(iϕu,N )g22(i2Nπ)} exp(i2Nπθ)

+
∞∑
N=1

(
1

2

)
{fk,N exp(−iϕk,N )g21(−i2Nπ)

+ fu,N exp(−iϕu,N )g22(−i2Nπ)}
× exp(−i2Nπθ).

Using this solution, we obtain average values of
x1,1x1,1, x1,1x2,1, x1,1k1, andx2,1k1 as follows, and then
calculateEi :

CN,0 = (
1

2
){(τ2a12a21 + 4N2π2)

2 + τ2(2Nπa11)2}
−1

av[x1,1x1,1]

=
∞∑
N=1

CN,0{(fk,N )2τ4(a12b21)
2

+ (fk,N )2τ2(2Nπb11)
2 + (fu,N )2τ2(2Nπb12)

2

+ 2fk,Nfu,N (2Nπ)2τ2b11b12 cos(ϕu,N − ϕk,N )

− 2fk,Nfu,N2Nπτ3a12b21b12 sin(ϕu,N − ϕk,N )}
av[x1,1x2,1]

=
∞∑
N=1

CN,0{(fk,N )2τ4a12b21(a21b11 − a11b21)

+ (fk,N )2τ2(2Nπ)2b11b21 + fk,Nfu,Nτ
2b12b21

× (τ2a12a21 + 4N2π2) cos(ϕu,N − ϕk,N )

+ fk,Nfu,N2Nπτ3a11b12b21 sin(ϕu,N − ϕk,N )}

av[k1x1,1]

=
∞∑
N=1

CN,0[−(fk,N )2{τ2a12b21

× (τ2a12a21 + 4N2π2) + τ2a11b11(2Nπ)2}
− fk,Nfu,N (2Nπ)2τ2b12a11 cos(ϕu,N − ϕk,N )

+ fk,Nfu,N2Nπτb12(τ
2a12a21 + 4N2π2)

× sin(ϕu,N − ϕk,N )]

av[k1x2,1]

=
∞∑
N=1

CN,0[−(fk,N )2{τ2(a21b11 − a11b21)

× (τ2a12a21 + 4N2π2) + τ2a11b21(2Nπ)2}
− fk,Nfu,Nτ

2a21b12(τ
2a12a21 + 4N2π2)

× cos(ϕu,N − ϕk,N )

− fk,Nfu,N2Nπτ3a11a21b12 sin(ϕu,N − ϕk,N )].

Notice that only av[x1,1x1,1] includes the term with
fu,N

2 and the coefficient of av[x1,1x1,1] in E1;

−
(

1

2a21

)
τg

′′
0x

2
1,0

i

A

dic
s n
d -
t

x

w

s positive, wheng
′′
0 is negative.

ppendix C

We first analyze the local stability of the perio
olution of Eq.(4) with x2 = 0. The linear equatio
x1/dθ = (τ/TR)u− (τ/TR)x1 has the following solu
ion:

˜1 = u0[1 + fuτ(4π2T 2
R + τ2)

−1

× {τ cos(2πθ + ϕu) + 2πTR sin(2πθ + ϕu)}]
= u0[1 + fuτ(4π2TR

2 + τ2)
−1/2

× cos(2πθ + ϕu − φ)], (C.1)

hereφ = tan−1 (2πTR/τ).
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The first variational equation with respect to this
solution is:

dz

dθ
=

− τ

TR
−τg(x̃1, θ) + τmY

0 τg(x̃1, θ) − τm


 z, (C.2)

wherez = (z1, z2)T = (x1 − x̃1, x2 − 0)T.
Then the multiplier of (C.2) can be computed

(Smith, 1981):

ρ1 = exp

(−τ
TR

)
,

ρ2 = exp

(∫ 1

0
τ{g(x̃1, s) −m} ds

)
.

Thus, the periodic solution(C.1) is asymptotically
stable if, and only if,

∫ 1
0τ{g(x̃1, s) −m} ds < 0,

equivalent to Eq.(12), sincex̃1 is 1-periodic solution.
Substituting explicitly the functionsg andx̃1 and cal-
culating the integration yields Eq.(13). Furthermore,
if 1/TR <m(1−Y) holds, we obtain the inequality
d(x1 + x2)/dt ≤ T−1

R (u(θ) − (x1 + x2)) from Eqs.(4)
and (5), following that x1(θ) + x2(θ) ≤ x̃1(θ). This
implies that g(x1(θ), θ) ≤ g(x̃1(θ), θ) becausex2 is
non-negative (see the next paragraph), following that
d(lnx2)/dθ ≤ τ(g(x̃1, θ) −m) from Eq. (5). Thus,
when

∫ 1
0τ{g(x̃1, s) −m} ds < 0, lnx2(θ) − ln x2(0) ≤∫ θ

0τ{g(x̃1, s) −m} ds → −∞ asθ → ∞ following
t
p
T ally
a

er-
m Eqs.
(
t

δ

f
s

l

f

R

0, x2 = 0}. On the boundaryB2, dx2/dθ is zero and
then

x2(θ) ≥ 0 for allθ (C.5)

wheneverx2(0) > 0. On the boundaryB1, dx1/dθ is al-
ways positive so thatB1 acts as a repellor, then(C.3)
holds fori = 1. It also means that

x1(θ) > 0 for allθ (C.6)

wheneverx1(0) > 0.
We can prove that any solution starting inR+0

2

is bounded as follows. From Eqs.(4) and (5), we
obtain the inequalityτ(T−1

R u(θ) −K1y) ≤ dy/dθ ≤
τ(T−1

R u(θ) −K2y), where y=x1 +x2, max(1/TR,
m(1−Y)) =K1 and min(1/TR, m(1−Y)) =K2, which
can be integrated to show thaty is positive and bounded
for all non-negative time (seeHale and Koc¸ak, 1991,
p. 124). Therefore, combined with Eqs.(C.5) and
(C.6), Eq.(C.4)holds fori = 1 and 2.

Finally, we have to show for the permanence that
Eq.(C.3)holds fori = 2 when av[g(x̃1(θ), θ)] > m. We
can prove this using the average Lyapunov function
(Hofbauer and Sigmund, 1998). We define the func-
tionP andΨ asP ≡ x

β

2, Ψ ≡ Ṗ/P , for any positiveβ.
On the boundaryB2, it is easily proven that all so-
lutions approach the periodic solution ˜x1 asθ→ +∞
(Hale and Koc¸ak, 1991). From Eq.(5), we haveΨ =
βτ{g(x1, θ) −m}. Therefore, from Theorems 12.2.1
a
h s
e

R

A cy
rod-
tudy.

A ub-
y of

A uc-
put.

A tory
put.
hat x2(θ) → 0 exponentially asθ→ ∞ (see the
roof of Theorem 2.2 inHale and Somolinos, 1983).
hen, the washout solution is proved to be glob
symptotically stable (Smith, 1981).

Next, we obtain the sufficient condition of the p
anence of the dynamics. The permanence for

4) and (5) means that there exists anδ> 0 such
hat

< lim inf
θ→∞

xi(θ) (C.3)

or all i, wheneverxi (0) > 0 for all i, and there is anH
uch that

im sup
θ→∞

xi(θ) ≤ H (C.4)

or all i, wheneverx0 ∈ intR2+.
We set the boundaries as follows:B1 = {(x1, x2) ∈

2 : x1 = 0, x2 ≥ 0} and B2 = {(x1, x2) ∈ R2 : x1 ≥
nd 12.2.2 inHofbauer and Sigmund (1998), Eq.(C.3)
olds for i = 2 if

∫ 1
0Ψ (x̃1) dθ > 0s is satisfied. This i

quivalent to av[g(x̃1(θ), θ)] > m.
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